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Abstract

We study the homogeneous Cauchy-Dirichlet Problem (CDP) for a nonlinear and nonlocal dif-
fusion equation of singular type of the form ∂tu = −Lum posed on a bounded Euclidean domain
Ω ⊂ RN with smooth boundary and N ≥ 1. The linear diffusion operator L is a sub-Markovian oper-
ator, allowed to be of nonlocal type, while the nonlinearity is of singular type, namely um = |u|m−1u
with 0 < m < 1. The prototype equation is the Fractional Fast Diffusion Equation (FFDE), when
L is one of the three possible Dirichlet Fractional Laplacians on Ω.

Our main results shall provide a complete basic theory for solutions to (CDP): existence and
uniqueness in the biggest class of data known so far, both for nonnegative and signed solutions; sharp
smoothing estimates: besides the classical Lp − L∞ smoothing effects, we provide new weighted
estimates, which represent a novelty also in well studied local case, i.e. for solutions to the FDE
ut = ∆um. We compare two strategies to prove smoothing effects: Moser iteration VS Green
function method.

Due to the singular nonlinearity and to presence of nonlocal diffusion operators, the question of
how solutions satisfy the lateral boundary conditions is delicate. We answer with quantitative upper
boundary estimates that show how boundary data are taken.

Once solutions exists and are bounded we show that they extinguish in finite time and we provide
upper and lower estimates for the extinction time, together with explicit sharp extinction rates in
different norms.

The methods of this paper are constructive, in the sense that all the relevant constants involved
in the estimates are computable.
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(b) Departamento de Matemáticas, Universidad Autónoma de Madrid,
Campus de Cantoblanco, 28049 Madrid, Spain.
E-mails: peio.ibarrondo@uam.es; mikel.ispizua@uam.es

1

http://arxiv.org/abs/2203.12545v1


Contents

1 Introduction 3

2 Preliminaries and main results 6

2.1 Main Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Three different fractional Laplacian operators on domains and other examples . . . . . . . . . . . 7

2.3 The dual formulation of the problem. Different concepts of solutions . . . . . . . . . . . . . . . . 9

2.4 Smoothing effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.5 Upper boundary behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Finite Extinction Time and extinction rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Smoothing effects. Moser iteration VS Green function method 17

3.1 Moser iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Green function method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 Proof of Theorems 2.8 and 2.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3 H∗ − L∞ smoothing effects. Proof of Theorem 2.9 . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.4 Upper boundary estimates. Proof of Theorem 2.12 . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Energy estimates and Finite Extinction Time 30

4.1 Norm estimates and bounds for the extinction time . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.2 Nonlinear Rayleigh Quotients and extinction rates . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5 Existence and uniqueness 34

5.1 Proof of Theorem 2.3. Existence of GF solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2 Time Monotonicity and L1

Φ1
-contractivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5.3 Nonnegative GF solutions are WDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.4 Proof of Theorem 2.5. Existence of nonnegative MWDS . . . . . . . . . . . . . . . . . . . . . . . 41

5.5 Proof of Theorem 2.7. L1

Φ1
-strong solutions and uniqueness . . . . . . . . . . . . . . . . . . . . . 46

6 Appendix 49

6.1 Useful inequalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.2 Technical proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

References 53

Acknowledgments. M.B., P.I. and M.I. were partially supported by the Projects MTM2017-85757-P
and PID2020-113596GB-I00 (Ministry of Science and Innovation, Spain). M.B. acknowledges financial
support from the Spanish Ministry of Science and Innovation, through the “Severo Ochoa Programme
for Centres of Excellence in R&D” (CEX2019-000904-S) and by the E.U. H2020 MSCA programme,
grant agreement 777822. P.I. was partially funded by the FPU-grant FPU19/04791 from the Spanish
Ministry of Universities and M.I. was partially funded by the FPI-grant PRE2018-083528 associated
to the project MTM2017-85757-P (Spain).

© 2022 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.

2



1 Introduction

We study the homogeneous Cauchy Dirichlet Problem for a nonlinear and nonlocal diffusion equation
of singular type of the form

∂tu = −Lum (FFDE)

posed on a bounded Euclidean domain Ω ⊂ R
N with smooth boundary and N ≥ 1. The linear

diffusion operator L is a densely defined sub-Markovian operator, allowed to be of nonlocal type, while
the nonlinearity is of singular type, namely um = |u|m−1u with 0 < m < 1.

On the whole space, the prototype equation is the so-called Fractional Fast Diffusion Equation on the
whole space, studied in [3, 17, 53, 54, 55],

ut = −(−∆RN )sum (1.1)

where the Fractional Laplacian is commonly represented via the hypersingular kernel

(−∆RN )sf(x) := P.V.

ˆ

RN

f(x)− f(y)

|x− y|N+2s
dy ,

but other equivalent definitions are possible on R
N , see e.g. [23, 46]

These models have received a lot of attention in the last years, especially because of their natural
interplay with probability and stochastic processes, but also for the numerous applications, for instance
to anomalous diffusions in physics and biology, cf. [10, 47, 59]. These equations appear in boundary
heat control problems [3], and also as hydrodynamic limits of interacting particle systems with long-
range dynamics, cf. [38, 39]. We refer to [3, 17, 18, 54, 59, 64, 66, 67] for further details about possible
applications of these useful nonlinear and nonlocal diffusion models.

A quite complete theory for the Cauchy problem on R
N for (1.1) has been developed for all m > 0,

covering the Fractional Porous Medium Equation (FPME, m > 1) and the Fractional Fast Diffusion
Equation (FFDE, m < 1), see [3, 17, 36, 51, 52, 53, 54, 55, 58, 60, 65, 68], including numerical methods
[29, 61]. Of course, when m = 1 we have the Fractional Heat Equation (FHE) which has a very rich
literature, see [7, 16] and references therein.

This kind of problems has been extensively studied when L = −∆, in which case the equation becomes
the classical Porous Medium Equation (m > 1) or Fast Diffusion Equation (m < 1), [30, 32, 62, 63].

Even if the results of this paper apply also in the local case (s = 1), and provide some novelties also
for the classical FDE when L = −∆, we are mainly interested here in treating nonlocal diffusion
operators, in particular fractional Laplacian operators. Since we are working on a bounded domain,
the situation dramatically changes and there are several non-equivalent versions of fractional Laplacian
operators1: the Restricted Fractional Laplacian (RFL), the Spectral Fractional Laplacian (SFL), and
the Censored Fractional Laplacian (CFL); see Section 2.2 for more details.

The basic theory for the FFDE on bounded domains is only partially understood, [15, 50, 54], and
not in the generality nor in the unified framework that we present here. We find here the biggest class
of data - known so far - to which the basic theory, existence, uniqueness and boundedness of solutions
applies. We shall complement the theory with quantitative estimates about the finite extinction time,
together with sharp extinction rates.

1We use these names because they already appeared in some of our previous works [12, 13, 14, 15, 18, 19], but we
point out that RFL is usually known as the Standard Fractional Laplacian, or plainly Fractional Laplacian, and CFL is
often called Regional Fractional Laplacian.
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The Cauchy-Dirichlet problem for the classical FDE, ut = ∆um, has attracted the attention of promi-
nent researchers since the celebrated paper of Berryman and Holland [8]. The basic theory, local and
global Harnack inequalities and optimal interior regularity are well understood [30, 33, 34]. The asymp-
totic behaviour is a delicate issue, started with the pioneering paper [8] and followed by progressive
advances [1, 34, 35]. The sharp asymptotic results were found only recently in [11]. Recent results
appeared about optimal boundary regularity [40] and asymptotic behaviour [41]

The Cauchy-Dirichlet Problem for singular nonlocal diffusions. Consider the problem







∂tu(t, x) = −Lum(t, x) on (0,+∞)× Ω ,
u(t, ·) = 0 on the lateral boundary, ∀t > 0 ,
u(0, ·) = u0 in Ω ,

(CDP)

where 0 < m < 1, and Ω ⊂ R
N is a bounded smooth domain, which we assume at least of class C2,α,

even most of the results indeed hold for C1,1 domains, but we choose not to address delicate questions
of boundary regularity here. Throughout the paper we assume N > 2s, but most of the results can be
easily adapted to the case when N = 1 and s ∈ [1/2, 1) .

When m = 1, we have the fractional heat equation, whose theory can be considered nowadays classical,
since Fourier analysis allows to obtain a complete basic theory analogous to the case s = 1 of the local
heat equation. However many basic questions have been solved only recently, like sharp bounds for
the heat kernel by Zhang in 2002, and more recently by many authors often by means of probabilistic
techniques, we refer to Section 2.2 for more details and references. Many fine properties of solutions
are based on the representation formula, and become quite simple once good (or better, sharp) bounds
on the heat kernel are known.

An “almost representation formula”. In the nonlinear case there is not a representation formula,
however we shall show how to produce a nonlinear analogous through the Green function method, see
section 3.2. This “fundamental pointwise formula”, see Lemma 3.4, was proven for the first time by
Vazquez and one of the authors in 2015, [18] in the case m > 1, here for the first time when m < 1. It
was later extended to more general operators in [12, 13, 14, 15, 18, 19]. The Green function method
allows to construct a solid theory for the Porous Medium on Riemannian Manifolds, [6].

A short reminder about nonlocal degenerate equation on bounded domains. When m > 1 we have the
FPME for which a quite complete theory was developed by Figalli, Sire, Ros-Oton, Vázquez and one
of the authors [12, 13, 15, 18, 19]. The concept of Weak Dual Solutions (WDS) that we use here,
together with the “Green function method” and the “almost representation formula” were introduced
by Vazquez and one of the authors in [18] in the case where L is the Spectral Fractional Laplacian.
The methods turned out to be flexible and extended to a large class of operators, [13, 15, 19]. In
these papers existence and uniqueness of (minimal) WDS is proven, together with weighted L1 − L∞

smoothing effects, which constitute what we call the basic theory. In clear contrast with the local
case, that exhibits the peculiar phenomenon of finite speed of propagation, in [12, 13] it is shown
that the FPME propagates with infinite speed. Together with the Global Harnack Principle, (global
optimal explicit upper and lower estimates, which imply more classical form of parabolic Harnack
inequalities) allow to prove higher regularity results, [12, 13], up to C1+α,∞

t,x when the operator allows
it. The most intriguing thing however is the appearance of an anomalous boundary behavior, that
only happens in some parameter range, and shows how the nonlinear fractional world can present
unexpected behaviours, that do not happen in the local case. Also the sharp asymptotic behaviour has
been proven in [13, 15].
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The goal of this paper is to extend the basic theory developed for the FPME to the fast diffusive
case, and to mark the qualitative and quantitative differences between local and nonlocal versions and
degenerate versus singular diffusions.

Main results: a basic theory for FFDE. Few partial results appear in literature dealing with
the theory of FFDE, essentially only the papers [15, 50, 54], contain some advances in this direction,
essentially only when L is either the SFL or the RFL. We shall build a basic theory, which includes
existence and uniqueness in the largest (known so far) class of data, namely H∗ for signed solutions and
L1
Φ1

for nonnegative ones. We also prove different energy estimates and Lp−L∞smoothing effects. For
the proof of the smoothing estimates, we compare the classical Moser iteration with the Green function
method, providing two different proofs of the smoothing effects, under different assumptions, in order
to cover as many operators as possible. Once solutions are bounded we see that they extinguish in
finite time and we show explicit sharp extinction rates. We detail our main results in the next section.
All our proofs are constructive, meaning that all the constants in the inequalities are computable.

About the lateral boundary condition, dual formulation of the problem. Since we are allow-
ing the linear operator L to be nonlocal, the lateral boundary condition is tricky to define in general,
since it depends on the operator itself. Let us make an example with the three most common Dirich-
let Fractional Laplacians on bounded domains, the Spectral (SFL), the Restricted (or the “standard”,
RFL) and the Censored (or Regional, CFL). The first one is defined as the spectral power of the Dirich-
let Laplacian, hence the boundary condition needs only to be imposed on the topological boundary ∂Ω.
In the case of the RFL, since the operator needs to be defined on the whole RN , we need to impose that
our solutions vanish on the complement of Ω, or we need to “restrict” the set of admissible functions
to the ones supported in Ω, hence the name. As for the CFL the boundary condition is even more
subtle: the Dirichlet boundary condition holds only for s ∈ (1/2, 1), while when s ∈ (0, 1/2] a kind of
Neumann condition holds. This can be understood in terms of the underlying α−stable process, see
the original paper of Bogdan, Burdzy and Chen [9], for more details.

We overcome this difficulty by means of a dual formulation of the problem, through the Green function
of the linear operator, that encodes the boundary conditions. Indeed, we shall prove that solutions are
zero at the boundary in a quantitative way, namely for a.e. x ∈ Ω we have that

0 ≤ u(t, x) . dist(x, ∂Ω)β for some β > 0

See Theorem 2.12 for a more precise and quantitative statement.

Degenerate VS singular diffusions: a problem at the boundary. To better understand the issue, let us
consider the local case,

ut = ∆um = m∇ · (um−1∇u)

it is clear that whenm > 1 the (time dependent) diffusion matrix um−1I becomes zero at the boundary,
as u does. This is one of the causes of the finite speed of propagation and, in the nonlocal case, of
the appearance of the anomalous boundary behaviour. On the other hand, when m < 1, the diffusion
matrix becomes infinite, as u = 0 on the lateral boundary. This causes serious regularity issues, that are
understood here by the condition 2s > γ, in the smoothing effects or on the conditions that guarantees
that WDS are strong. We shall explain with more details later on. We foresee the appearance of an
anomalous boundary behaviour also in this case, but for different reasons, and this will be investigated
in a forthcoming paper where we shall analyze the sharp boundary behaviour, an impossible task
without the results contained in this paper.
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2 Preliminaries and main results

2.1 Main Assumptions

In order to understand the main results, it is important to discuss our main hypotheses, their connec-
tions and basic implications.

Assumptions on L. The linear operator L : dom(L) ⊆ L1(Ω) → L1(Ω) is densely defined and
sub-Markovian, more precisely, it satisfies:

(A1) L is m-accretive in L1(Ω)

(A2) If 0 ≤ f ≤ 1 then 0 ≤ e−tLf ≤ 1, or equivalently,

(A2’) If β is a maximal nonotone graph in R× R with 0 ∈ β(0), u ∈ dom(L),Lu ∈ Lq(Ω), 1 ≤ q ≤ ∞,
v ∈ Lq/(q−1)(Ω), v(x) ∈ β(u(x)) a.e., then

ˆ

Ω
v(x)Lu(x) dx ≥ 0 .

We recall that the assumptions on L are the same as in [14], where detailed proofs of the claims below
can be found as well as a rich set of examples of operators. See also [13, 19] and Section 2.2.

Assumptions on L−1. In order to develop the theory that follows in this paper we will need to deal
with the dual form of (CDP). Therefore, we asume that L has an inverse L−1 : L1(Ω) → L1(Ω) that
can be represented by a kernel GΩ as

L−1[f ](x) :=

ˆ

Ω
GΩ(x, y)f(y)dy,

which satisfies at least one of the next assumptions, for some s ∈ (0, 1] and for a.e. x, y ∈ Ω:

• There exists a constant c1,Ω > 0 such that

0 ≤ GΩ(x, y) ≤
c1,Ω

|x− y|N−2s
(K1)

According to Proposition 5.1 of [14], this assumption guarantees that L−1 is compact in L2(Ω), hence
that is has a discrete set of eigen-elements for L, namely (λk,Φk), with Φk ∈ L∞(Ω). In particular
there exists a ground state Φ1 ≥ 0, and the Poincaré inequality holds with λ1 > 0

λ1

ˆ

Ω
fL−1f dx ≤

ˆ

Ω
f2 dx or equivalently λ1

ˆ

Ω
f2 dx ≤

ˆ

Ω
fLf dx .

The eigenfunction are always Hölder continuous in the interior, see Theorem 7.1 of [14].

(K1) implies Hardy-Littlewood-Sobolev and Sobolev type inequalities: It has been shown in Theorem
7.5 of [15] that the assumption (K1) implies the Hardy-Littlewood-Sobolev inequality:

‖f‖H∗(Ω) ≤ HL‖f‖(2∗)′ with (2∗)′ =
2N

N + 2s
. (2.1)

Moreover, following Lieb’s duality argument [48], as in Proposition 7.4 of [15], we have that the
above inequality is equivalent to the fractional Sobolev inequality:

‖f‖2∗ ≤ SL‖f‖H(Ω) with 2∗ =
2N

N − 2s
. (2.2)

We refer to the Appendix of [15] for further details.

6



• The second assumption is needed when we want to take into account boundary behaviour. Let

δγ(x) := dist(x, ∂Ω)γ for some γ ∈ [0, 1] .

There exist c0,Ω, c1,Ω > 0 such that

c0,Ωδγ(x)δγ(y) ≤ GΩ(x, y) ≤
c1,Ω

|x− y|N−2s

(
δγ(x)

|x− y|γ
∧ 1

)(
δγ(y)

|x− y|γ
∧ 1

)

(K2)

Proposition 5.3 of [14], guarantees that under this assumption, the boundary behaviour of eigenfunc-
tion is dictated by the power γ, namely

κ δγ(x) ≤ Φ1(x) ≤ κ δγ(x) and |Φn(x)| ≤ κn δγ(x)

In this case, eigenfunction are classical in the interior, i.e. C2s+α, whenever the operator allows it,
and have a sharp boundary regularity Cγ(Ω), see Theorems 7.1 and 7.2 of [14] for more details.

It is therefore convenient to use the ground state as a smooth extension of the distance to the
boundary (to the power γ), and this allows us to rephrase the assumption (K2) as follows:

c0,ΩΦ1(x)Φ1(y) ≤ GΩ(x, y) ≤
c1,Ω

|x− y|N−2s

(
Φ1(x)

|x− y|γ
∧ 1

)(
Φ1(y)

|x− y|γ
∧ 1

)

(K3)

• In many examples, the Green function satisfies an even stronger estimate

GΩ(x, y) ≍
1

|x− y|N−2s

(
δγ(x)

|x− y|γ
∧ 1

)(
δγ(y)

|x− y|γ
∧ 1

)

(K4)

This is the case for instance of the three most common Fractional Laplacians, namely for the SFL
γ = 1, while for RFL γ = s, and CFL γ = 2s − 1). See Section 2.2 for more details.

Notations. We will write the Lp norm in Ω as ‖f‖p := (
´

Ω |f |p dx)1/p, but for weighted norms with

the first eigenvalue Φ1 we use ‖f‖Lp
Φ1

(Ω) :=
(´

Ω |f |pΦ1 dx
)1/p

in the space L1(Ω) := {f ∈ L1
loc(Ω) :

‖f‖Lp
Φ1

(Ω) < +∞}. The Heaviside function will be denoted by sign+(f) := max{0, signf}, and positive

and negative part as [f ]+ := max{0, f} and [f ]− = max{0,−f}, respectively. We also use the following
notation for maxima and minima: f ∧ g := max{f, g}, f ∨ g := min{f, g}.

2.2 Three different fractional Laplacian operators on domains and other examples

We briefly exhibit a number of examples to which our results apply. These include a wide class of
local and nonlocal operators. We just sketch the essential points, we shall give the values γ, s in each
example, and specify the lateral boundary conditions. See [13, 19] for a more detailed exposition.

The Restricted Fractional Laplacian (RFL). We define the fractional Laplacian operator acting
on bounded domain by using the integral representation on the whole space in terms of a hypersingular
kernel, namely

(−∆|Ω)
sf(x) = cN,s P.V.

ˆ

RN

f(x)− f(y)

|x− y|N+2s
dy

where we restrict the operator to functions that are zero outside Ω. The initial and boundary conditions
associated to (CDP) are u(t, x) = 0 in (0,∞) × R

N\Ω and u(0, ·) = u0. As explained in [15], such

7



boundary condition can be understood via the Caffarelli-Silvestre extension [23]. The sharp expression
of the boundary behaviour for the RFL was investigated in [56]. The sharp expression of the boundary
behavior for the RFL was investigated in [57]. We refer to [15] for a careful construction of the RFL
in the framework of fractional Sobolev spaces, and [7] for a probabilistic interpretation. See also [37].
For this operator, assumptions (A1), (A2) and (K4) are satisfied with γ = s, cf. [45].

Other RFL-type integral operators “with Hölder coefficients” can be considered

Lf(x) = P.V.

ˆ

RN

(f(x)− f(y))
a(x, y)

|x− y|N+2s
dy ,

where a is a measurable symmetric function, bounded between two positive constants, and satisfying

∣
∣a(x, y) − a(x, x)

∣
∣χ|x−y|<1 ≤ c|x− y|σ , with 0 < s < σ ≤ 1 ,

for some c > 0. Actually, we can allow even more general kernels, cf. [18, 42]. Then, for all s ∈ (0, 1],
the Green function GΩ(x, y) of L satisfies (K4) with γ = s , cf. Corollary 1.4 of [42].

Spectral Fractional Laplacian (SFL). Consider the so-called spectral definition of the fractional
power of the classical Dirichlet Laplacian ∆Ω on Ω defined by a formula in terms of semigroups, namely

(−∆Ω)
sf(x) =

1

Γ(−s)

ˆ ∞

0
(et∆Ωf(x)− f(x))

dt

t1+s
=

∞∑

j=1

λsj f̂jφj ,

where (λj , φj), j = 1, 2, . . . are the eigenvalues and eigenfunctions of the classical Dirichlet Laplacian

on Ω, f̂ =
´

Ω f(x)φj(x) dx, and ‖φj‖2 = 1. The initial and boundary conditions associated to (CDP)
are u(t, x) = 0 on (0,∞) × ∂Ω and u(0, ·) = u0. For this operator, assumptions (A1), (A2), and (K2)
are satisfied with γ = 1. Assumption (K2) and also (K4) can be obtained by the Heat kernel estimates
valid for the case s = 1, cf. [31], as explained in [18, 19].

Spectral powers of other linear operators in divergence form. Consider

A = −
∑N

i,j=1 ∂i(aij∂j) with uniformly elliptic C1 coefficients and with discrete spectrum (λj , φj)
(consequence of uniform ellipticity). We can build the following spectral power of the operator: for
any s ∈ (0, 1]

Lf(x) := Asf(x) :=

∞∑

j=1

λsj f̂jφj(x), where f̂j =

ˆ

Ω
f(x)φj dx

The Green function of this operator satisfies (K2) with γ = 1, see [31].

Censored Fractional Laplacian (CFL) with general kernels. This third kind of Fractional
Laplacian was introduced in [9], in connection with censored stable processes. The operators takes the
form:

Lf(x) = P.V.

ˆ

Ω
(f(x)− f(y))

a(x, y)

|x− y|N+2s
dy , with

1

2
< s < 1 ,

where a(x, y) is a symmetric function of class C1 bounded between two positive constants. Actually,
not only L satisfies (A1), (A2), but the Green function GΩ(x, y) satisfies (K4) with γ = 2s − 1, cf.
Corollary 1.2 of [25]. The boundary condition is a bit mysterious here: notice that when s ∈ (0, 1/2],
the boundary condition transitions from Dirichlet to a Neumann type, as explained in [9]. In this case
it is clear the advantage of the weak dual formulation (WDS) which encodes the boundary condition
in the Green function. In literature this is also known as Regional Fractional Laplacian.
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Other examples. As it is shown in [13, 19], this assumptions hold for many other examples:

(i) Sums of two fractional operators: L = (−∆|Ω)
s + (−∆|Ω)

σ , with 0 < σ < s ≤ 1 , where (−∆|Ω)
s is

the RFL. Here, (K4) holds with s ∈ (0, 1) and γ = s, see [24].

(ii) Sum of the Laplacian and a nonlocal operator kernels

L = a(−∆|Ω) +As , with 0 < s < 1 and a ≥ 0 ,

where

Asf(x) = P.V.

ˆ

RN

(
f(x+ y)− f(y)−∇f(x) · yχ|y|≤1

)
χ|y|≤1dν(y) .

where the measure ν on R
N \ {0} is invariant under rotations around origin and satisfies suitable

integrability conditions at zero and infinity. Here, (K4) holds with s = 1, γ = 1.

(iii) Schrödinger equations for non-symmetric diffusions L = A + µ · ∇ + ν , where A is a uniformly
elliptic operator with C1 coefficients both in divergence and non-divergence form, more details can be
found in [43]. Here, (K4) holds with s = 1, γ = 1.

(iv) Gradient perturbation of restricted fractional Laplacians, L = (−∆|Ω)
s + b · ∇, where b is a vector

valued function belonging to a suitable Kato class. Here, (K4) holds with γ = s, see [27].

(v) Relativistic stable processes,

L =
(

c1/s −∆
)s

− c , with c > 0 , and 0 < s ≤ 1 .

Here, (K4) holds with γ = s, see [26].

2.3 The dual formulation of the problem. Different concepts of solutions

We can reformulate problem (CDP) in an equivalent dual form, by means of the inverse operator L−1:
{

L−1ut(t, x) = −um(t, x) on (0,+∞) ×Ω ,
u(0, ·) = u0 in Ω ,

(CDP∗)

A clear advantage of this formulation is that the lateral boundary conditions are encoded in the inverse
L−1. Now we define a concept of weak solutions suitable for the above formulation, firstly introduced
in [18, 19]

Definition 2.1 (Weak dual solutions). . Let T > 0, we say that u ∈ C((0, T ) : L1
Φ1
(Ω)) is a weak dual

solution of (CDP) if um ∈ L1
(
[0, T ] : L1

Φ1
(Ω)
)
and

ˆ T

0

ˆ

Ω
L−1u ∂tψ dxdt =

ˆ T

0

ˆ

Ω
umψ dxdt ∀ψ/Φ1 ∈ C1

c ((0, T ) : L
∞(Ω)) . (WDS)

We say that u is a WDS of the Cauchy-Dirichlet Problem (CDP), corresponding to the initial datum
u0 ∈ L

1
Φ1
(Ω), if moreover u ∈ C([0, T ) : L1

Φ1
(Ω)), and

lim
t→0+

‖u(t)− u0‖L1
Φ1

(Ω) = 0.

A WDS is called strong if in addition t ∂tu ∈ L∞((0, T ) : L1
Φ1
(Ω)). A WDS is called Minimal Weak

Dual Solution (MWDS) if it is obtained as the non-decreasing limit of a sequence of semigroup (mild,
gradient flow) solutions.

9



We will construct our WDS, more precisely the MWDS, as the monotone limit of gradient flow
solutions in a suitable Hilbert space, modeled ad hoc for the operator L. The class of nonnegative
WDS contains the nonnegative semigroup solutions that will form our approximating sequence, see
Lemma 5.11. We shall construct such semigroup solutions using the celebrated theory of Brezis on
Maximal Monotone Operators [20, 21], see also Komura [44] and the excellent lecture notes [2]: we
define the free energy (or entropy functional) as follows

E(u) =

{
1

1+m

´

Ω |u|1+m(x) dx if u ∈ L1+m(Ω),

+∞ otherwise,

and show that L is the subdifferential of the convex and lower-semicontinuous energy functional E on
the Hilbert space H∗(Ω). Note that H∗(Ω) is defined as the (topological) dual space of H(Ω), the
domain of the quadratic form associated to L :

H(Ω) =

{

u ∈ L2(Ω) :

ˆ

Ω
uLudx <∞

}

.

we can endow H∗(Ω) with the natural scalar product

〈u, v〉H∗(Ω) =

ˆ

Ω
uL−1v dx and the norm ‖u‖2H∗(Ω) = 〈u, u〉H∗(Ω) =

ˆ

Ω
uL−1udx .

We refer to [15] for further details about the spaces H(Ω) and H∗(Ω) and their relation with the

fractional Sobolev spaces Hs
0(Ω), H

1/2
0 0(Ω), Hs(Ω) and their duals H−s(Ω). Following [2, 20, 21], we

recall the definition of semigroup (or gradient flow) solutions adapted to our setting:

Definition 2.2 (Gradient flow and EVI solutions).

• We say that u : (0,+∞) → L1+m(Ω) is a gradient flow (GF) of the functional E defined above, if
u(t) ∈ ACloc((0,∞) : H∗(Ω)) and

−∂tu(t) ∈ ∂E(u(t)) for a.e. t ∈ (0,∞).

We say that u(t) starts from u0 ∈ H
∗(Ω) if lim

t→0+
‖u(t)− u0‖H∗(Ω) = 0.

• A curve u(t) ∈ ACloc((0,∞) : H∗(Ω)) is called an EVI solution starting from u0 ∈ H∗(Ω) if for any
w ∈ H∗(Ω) we have that lim

t→0+
‖u(t) − u0‖H∗(Ω) = 0 and that

1

2

d

dt
‖u(t)− w‖2H∗(Ω) ≤ E(w) − E(u(t)) for a.e. t ∈ (0,∞) . (2.3)

It is well-known that if E is convex and lower-semicontinuous then a locally absolutely continuous
curve u(t) ∈ H∗(Ω) is a GF if and only if it is a EVI solution, see for instance Theorem 11.15 of [2].

We are now in the position to state the celebrated Brezis-Komura Theorem, the nonlinear analogous
of the Hille-Yosida or Lumer-Phillips Theorem. The statement, adapted to our setting, reads:

Theorem 2.3 (Brezis-Komura [20, 44]). For every u0 ∈ H∗(Ω), there exists a unique gradient flow
starting from u0 that we denote by u(t) = Stu0. This defines a continuous semigroup St : H

∗(Ω) →
L1+m(Ω) for t > 0 with the T-contraction property in H∗(Ω)

‖(Stu0 − Stv0)±‖H∗(Ω) ≤ ‖(u0 − v0)±‖H∗(Ω), ∀t > 0, ∀u0, v0 ∈ H∗(Ω) (2.4)
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Moreover, GF solutions are H∗-strong, namely for all T > 0

t um, t ∂tu ∈ L∞((0, T ) : H∗(Ω)) . (2.5)

Indeed, GF solutions are H-energy solution, i.e. the following energy estimate for every t > t > t1 ≥ 0:

‖um(t1)‖
2
H(Ω) ≤

(1 +m)

2m

E(u(t))

(t1 − t)
≤

1

2m(1 +m)

‖u(t0)‖
2
H∗(Ω)

(t1 − t)(t− t0)
. (2.6)

Remark 2.4. (i) Note that in this class of GF solutions, the comparison principle holds, namely by
(2.4) it is clear that if u0 ≤ v0 a.e. in Ω, then u ≤ v a.e. in (0,∞) × Ω. A formal proof of (2.4) is the
following: by Kato inequality we know that sign+(u

m − vm)L(um − vm) ≥ L(um − vm)+ so that

d

dt
‖(u− v)+‖

2
H∗ = −2

ˆ

Ω
sign+(u

m − vm)L(um − vm)L−1(u− v)+ dx ≤ −2

ˆ

Ω
(um − vm)+(u− v)+ dx ,

Indeed, this is rigorous since solutions are H∗-strong, i.e. ∂tu(t, ·) ∈ H∗(Ω).

(ii) Notice that uniqueness in H∗ follows by (2.4), indeed we have the H∗-contraction (just summing
the positive and negative part estimates)

‖u(t) − v(t)‖H∗(Ω) ≤ ‖u0 − v0‖H∗(Ω) for all t ≥ 0.

(iii) Note that here we do not assume any sign condition on u0, and this is to the best of our knowledge
the largest class of data without sign restrictions, for which existence and uniqueness hold. The above
theorem generalizes the existence and uniqueness result of [15], Theorem 2.2, where the case of SFL
and RFL were thoroughly investigated in the framework of fractional Sobolev Spaces. Most of that
theory applies also in the present case, but we have preferred to simplify the setup aiming at a larger
class of nonnegative solution, which are the WDS in the L1

Φ1
framework.

(iv) This Theorem follows by adapting Brezis’ proof [20] originally in theH−1 framework, to the present
H∗ setting, as it has been done in [15], where more general nonlinearities and further details are given;
in particular, we recall that under assumption (K1) it is possible to identify H∗ and H−s.

The first of our main results concerns existence and uniqueness of nonnegative solutions.

Theorem 2.5 (Existence and uniqueness of nonnegative MWDS in L1
Φ1
). Let (A1) and (A2) hold.

Then, for every 0 ≤ u0 ∈ L1
Φ1
(Ω), there exist a unique minimal weak dual solution u of (CDP) with

lim
t→0+

‖u(t)− u0‖L1
Φ1

(Ω) = 0 and lim
h→0+

∥
∥
∥
∥

u(t+ h)− u(t)

h

∥
∥
∥
∥
L1
Φ1

(Ω)

≤
2‖u0‖L1

Φ1
(Ω)

(1−m) t
.

Moreover, the T-contraction estimates hold: let 0 ≤ u0, v0 ∈ L1
Φ1
(Ω) and u(t), v(t) be the corresponding

MWDS, then, for all t ≥ 0 we have

‖(u(t) − v(t))±‖L1
Φ1

(Ω) ≤ ‖(u0 − v0)±‖L1
Φ1

(Ω) . (2.7)

Remark 2.6. (i) As for the previous Theorem, the T-contraction implies comparison and uniqueness
in L1

Φ1
(via contractivity), but we stress on the fact that our proof only guarantees the validity of these

properties for the MWDS, a priori we can not exclude that u0 ∈ L1
Φ1

produces other WDS.
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(ii) A closer inspection of the proof reveals that the MWDS does not depend on the particular choice of
the approximating sequence, we only require the approximating sequence to be monotone increasing,
see Step 4 of the proof of Theorem 2.5 for more details.

(iii) The question of uniqueness is a delicate issue in this L1
Φ1
-setting, since the energy functional is

F [u] =

ˆ

Ω
umΦ1 dx

which is clearly not convex when m ∈ (0, 1). A full uniqueness result for WDS is still missing. This is
an intriguing open problem and it would imply that all WDS are minimal (hence a priori more regular).
This lack of convexity makes it impossible to apply Crandall-Liggett type Theorems, as done in the
L1-setting in [28]. See [36, 60] for related uniqueness results on R

N .

(iv) A larger “existence” class of nonnegative solutions. When we deal with nonnegative functions,
H∗(Ω) ⊂ L1

Φ1
(Ω), indeed by Cauchy-Schwartz inequality and the normalization ‖Φ1‖2 = 1, we get

‖u‖L1
Φ1

(Ω) =

ˆ

Ω
uΦ1 dx =

ˆ

Ω
L− 1

2 (u)L
1
2 (Φ1) dx ≤

∥
∥
∥L− 1

2u
∥
∥
∥
2

∥
∥
∥L

1
2Φ1

∥
∥
∥
2
= λ

1
2
1 ‖u‖H∗(Ω) . (2.8)

To the best of our knowledge, the largest class of nonnegative data for which existence of solutions to
the (CDP) is guaranteed, is precisely L1

Φ1
.

In Section 5.5, we will proof that under some assuptions MWDS are indeed L1
Φ1
-strong.

Theorem 2.7 (L1
Φ1
-strong solutions). Let (A1) and (A2) hold. Then, the MWDS u corresponding to

the initial datum 0 ≤ u0 ∈ L1
Φ1
(Ω), is moreover a L1

Φ1
-strong solution, with the bound

‖∂tu(t)‖L1
Φ1

(Ω) ≤
2 ‖u0‖L1

Φ1
(Ω)

(1−m)t
∀t > 0 , (2.9)

whenever one of the following additional conditions hold:

1. Let N > 2s > γ and either (K1) or (M1) hold. Assume moreover that u0 ∈ Lp(Ω) with p ≥ 1 if
m ∈ (mc, 1) or p > pc if m ∈ (0,mc].

2. Let N, γ > 2s, m ∈ (0, 2sγ ) and either (K1) or (M1) hold. Assume moreover that u0 ∈ Lp(Ω) with
p ≥ 1 if m ∈ (mc, 1) or p > pc if m ∈ (0,mc]

3. Let N > 2s > γ and (K2) hold. Assume moreover that u0 ∈ Lp
Φ1
(Ω) with p ≥ 1 if m ∈ (mc,γ , 1) or

p > pc,γ if m ∈ (0,mc,γ ].

Remark. Essentially the above theorem says that MWDS are strong when bounded. Since the L1−L∞

smoothing effects are not true for L1
Φ1

data when m is close to zero, it is therefore quite natural to
expect that we need some extra Lp integrability on the initial datum to obtain bounded -hence strong-
solutions, as it will be made precise below.

2.4 Smoothing effects

In this paper we compare two different methods for proving smoothing effects for solutions of (CDP)
in order to be able to cover a larger class of operators. First, we show how Moser iteration can be
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used to obtain the boundedness of weak dual solutions with initial data u0 ∈ Lp(Ω) and p depending
on 0 < m < 1. This first part will require some assumption on the operator together with the validity
of functional inequality of Sobolev and Stroock-Varopoulos type, which we call (M1), see Section 3.1
for a careful explanation. Sometime these ingredients are not at hand, but we can find results about
the inverse of the operator. This is the key tool needed in order to use the Green function method,
introduced in [18], based on the dual formulation of the problem, that allows to prove an “almost
representation formula”, i.e. pointwise bounds essential to prove the smoothing effects.

(K1) Assumption and unweighted Smoothings. When dealing with the question of boundedness
of solutions, it is convenient to introduce the following exponents

mc :=
N − 2s

N
and pc :=

N(1−m)

2s
.

As in the local case s = 1, when m < mc we have that L1 data do not necessarily produce bounded
solutions, as firstly shown by Brezis and Friedman [22], see also a thorough discussion in [62, 17].

We present now our main results about Lp − L∞ estimates: with and without weights.

Theorem 2.8 (Lp −L∞ smoothing). Let N > 2s, m ∈ (0, 1) and assume (A1), (A2) and either (K1)
or (M1). Let u be a nonnegative WDS of (CDP) corresponding to the initial datum u0 ∈ Lp(Ω) with
p ≥ 1 if m ∈ (mc, 1) or p > pc if m ∈ (0,mc]. Then, for every t > t0 ≥ 0 we have

‖u(t)‖∞ ≤ κ
‖u(t0)‖

2spϑp
p

(t− t0)Nϑp
with ϑp =

1

2sp−N(1−m)
, (2.10)

where 0 < κ only depends on N,m, s, p and Ω.

Moser Iteration VS Duality and Green function method. In Section 3 we will provide two different
proofs of this Theorem, one based on a nonlinear variant of the classical Moser iteration which will
requer only assumptions on the operator L, namely (M1), the other based on dual formulation of the
problem and we will required only assumption on L−1, namely (K1). In the first case, we shall see that
(M1) involves the validity of Sobolev and Stroock-Varopoulus type inequalities. In the second case,
the assumption (K1) compares the nonnegative Green function -the kernel of L−1- from above with
the Green function of the Fractional Laplacian on R

N . Indeed this proves that the smoothing (2.10) is

valid for all p ∈
(
N(1−m)

2s , N2s

)

. By Hölder inequality, (2.10) with p < N
2s implies Lp1 − L∞ smoothing

effects for all p1 > p > pc, but the exponents may not be sharp (for small times)

‖u(t)‖∞ ≤ κ
‖u(t0)‖

2spϑp
p

(t− t0)Nϑp
≤ κ1

‖u(t0)‖
2spϑp
p1

(t− t0)Nϑp

In order to obtain sharp exponents as in (2.10), we need Kato inequality (6.2), see Section 3.2.1.

New H∗−L∞ smoothings. We also proof H∗−L∞ estimates using Theorem 2.8 along with the energy
estimate below, Lemma 3.7. For this last estimate, we have to introduce another critical exponent

ms =
N − 2s

N + 2s
.
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Theorem 2.9 (H∗−L∞ smoothing). Let N > 2s, m ∈ (ms, 1) and assume (A1), (A2) and (K1). Let
u be a nonnegative WDS of (CDP) corresponding to the initial datum u0 ∈ H∗(Ω). Then, for every
t > t0 ≥ 0 we have

‖u(t)‖∞ ≤ κ
‖u(t0)‖

4s ϑ1+m

H∗(Ω)

(t− t0)(N+2s)ϑ1+m
with ϑ1+m =

1

2s(1 +m)−N(1−m)
,

where 0 < κ only depends on N,m, s and Ω.

0 1 mms mc

Lp → L∞ L1+m → L∞ L1 → L∞

H∗ → L∞

p > pc > 1 +m 1 +m > pc > 1 1 > pc > 0

pc =
N(1−m)

2s

mc =
N − 2s

N

ms =
N − 2s

N + 2s

Very Fast Diffusion Good FDE

Heat Eq.

PME

︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸

Figure 1: In this figure we can appreciate the validity of the Lp − L∞ and H∗ − L∞smoothing effects
in relation with the critical exponents in the different fast diffusion regimes.

(K2) Assumption: weighted smoothing effects and upper boundary estimates. The Green
function method is somehow more flexible and allows to prove more general smoothing effects, for data
in Lp

Φ1
, as follows, but we shall introduce first two new exponents that naturally appear in this weighted

setting

mc,γ :=
N + γ − 2s

N
and pc,γ :=

N(1−m)

2s− γ

Theorem 2.10 (Lp
Φ1

−L∞ smoothing). Let N > 2s > γ, m ∈ (0, 1) and assume (A1), (A2) and (K2).
Let u be a nonnegative WDS of (CDP) corresponding to the initial datum u0 ∈ Lp

Φ1
(Ω) with p ≥ 1 if

m ∈ (mc,γ, 1) or p > pc,γ if m ∈ (0,mc,γ ]. Then, for every t > t0 ≥ 0 we have

‖u(t)‖∞ ≤ κ
‖u(t0)‖

(2s−γ)p ϑp,γ

Lp
Φ1

(Ω)

(t− t0)Nϑp,γ
with ϑp,γ =

1

(2s − γ)p−N(1−m)
. (2.11)

14



0 1 mms mc mc,γ

Lp → L∞ L1+m → L∞ L1 → L∞

L1
Φ1

→ L∞Lp
Φ1

→ L∞

p > pc > 1 +m 1 +m > pc > 1 1 > pc > 0

1 > pc,γ > 0p > pc,γ > 1

pc =
N(1−m)

2s

pc,γ =
N(1−m)

2s − γ

mc =
N − 2s

N

mc,γ =
N + γ − 2s

N

ms =
N − 2s

N + 2s

Figure 2: Weighted and unweighted smoothing effects in the different fast diffusion regimes.

Remark 2.11. Boundedness of signed solutions. All our smoothing effects are stated for non-
negative solutions, but they can easily be extended to signed solutions, since a closer inspection of the
proof reveals that they hold for nonnegative subsolutions, hence they hold for the positive and negative
part (both subsolutions) hence for |u|, just by summing the bounds (and possibly paying a 2 in κ).

2.5 Upper boundary behaviour

Under assumption (K2) we can prove quantitative upper bounds of the solutions in terms of the first
eigenfunction that we recall to satisfy

Φ1(x) ≍ δγ(x) = dist(x, ∂Ω)γ .

The following result provides a strong quantitative information of how the lateral boundary conditions
are satisfied.

Theorem 2.12 (Upper boundary estimate). Let N > 2s, m ∈ (0, 1) and assume (A1), (A2) and (K2).
Let u be a nonnegative WDS of (CDP) corresponding to the initial datum u0 ∈ Lp(Ω) with p ≥ 1 if
m ∈ (mc, 1) or p > pc if m ∈ (0,mc]. Then, u(t) satisfies boundary condition and we have

um(t, x0) ≤ κ
‖u(t0)‖

2spϑp
p

(t− t0)1+Nϑp
B1(Φ1(x0)) for a.e. x0 ∈ Ω and all t > t0 ≥ 0, (2.12)

with κ depending on p,m, s, γ,N and Ω, and B1 is defined as in Lemma 4.1 of [14],

B1(Φ1(x0)) :=







Φ1(x0), for 2s > γ,

Φ1(x0)(1 + | log Φ1(x0)|), for 2s = γ,

Φ1(x0)
2s
γ , for 2s < γ.

(2.13)

Moreover, let N > 2s > γ and u(t) a nonegative WDS where u0 ∈ Lp
Φ1
(Ω) with p ≥ 1 if m ∈ (mc,γ, 1)

or p > pc,γ if m ∈ (0,mc,γ ]. Then u(t) also satisfies boundary condition and we have

um(t, x0) ≤ κ
‖u(t0)‖

(2s−γ)p ϑp,γ

Lp
Φ1

(Ω)

(t− t0)1+Nϑp,γ
Φ1(x0) for a.e. x0 ∈ Ω and all t > t0 ≥ 0 .
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2.6 Finite Extinction Time and extinction rates

Once we have that solutions are bounded, we will show that they extinguish in finite time.

Proposition 2.13 (Lp estimates and Extinction Time). Assume (A1), (A2), (M1) and let m ∈ (0, 1).
Let u be a nonnegative WDS corresponding to the initial datum u0 ∈ Lp(Ω) with p > pc. Then, there
exist a finite extinction time T > 0 such that

0 ≤ T0 = T (u0) ≤ cp‖u0‖
1−m
p

where cp > 0 only depends on p,m, s,N, λ1,SL,Ω. In addition, for every 0 ≤ t0 ≤ t ≤ T we have

cp(T − t) ≤ ‖u(t)‖1−m
p ≤ ‖u(t0)‖

1−m
p − cp(t− t0) . (2.14)

Proposition 2.14 (H∗ estimates and Extinction Time). Assume (A1), (A2), (K1) and let m ∈ (0, 1).

Let u be a nonnegative WDS with uα0 ∈ H∗(Ω) and let αc = min{1, (N+2s)(1−m)
4s }. Then, there exists a

finite extinction time T > 0 such that

0 ≤ T = T (u0) ≤ cα ‖uα0 ‖
1−m
α

H∗(Ω) ∀α > αc ,

with cα depending on α,m, s,N and HL . Moreover, for every T ≥ t ≥ t0 ≥ 0 we have

cα(T − t) ≤ ‖uα(t)‖
1−m
α

H∗(Ω)
≤ ‖uα(t0)‖

1−m
α

H∗(Ω)
− cα(t− t0) (2.15)

Proposition 2.15 (L1
Φ1

estimates). Assume (A1), (A2), (K1) and let m ∈ (0, 1). Let u be a nonneg-
ative WDS with u0 ∈ L1

Φ1
(Ω), and let T > 0, be its extinction time. Then

‖u(t)‖L1
Φ1

(Ω) ≤ c1(T − t)
1

1−m ∀0 ≤ t < T ,

with c1 = λ
1

1−m

1 ‖Φ1‖1. As a consequence, we have the following lower bound for the extinction time,

T ≥ λ1

(

‖u0‖L1
Φ1
‖Φ1‖1

)1−m
.

In the “Sobolev” regime of fast diffusion m ∈ (ms, 1), we show that the above time decay is optimal.

Proposition 2.16 (Sharp L1+m extinction rate). Let 0 < m < 1 and assume (A1) and (A2). Let u be
a nonnegative WDS with u0 ∈ L1+m(Ω). If there exists an extinction time T , then for every T > t ≥ 0
we have

‖u(t)‖1−m
1+m ≤ (1−m)Q[u0] (T − t) . (2.16)

In addition, if m ∈ (ms, 1) and we assume (M1), then for every T > t ≤ 0 we have

cm(T − t) ≤ ‖u(t)‖1−m
1+m ≤ (1−m)Q[u0] (T − t) (2.17)

Proposition 2.17 (Sharp H∗ extinction rate). Let 0 < m < 1 and u be a nonnegative WDS with
initial data u0 ∈ L1+m ∩ H∗(Ω). Assume (A1) and (A2). If there exists and extinction time T > 0
and (K1) holds, then

‖u(t)‖H∗(Ω) ≤ c1 Q
∗[u0]

1
1−m (T − t)

1
1−m for every 0 ≤ t < T,

with c1 = (1−m)
1

1−m . In addition, if m ∈ (ms, 1), then we also have the lower estimate

c0(T − t)
1

1−m ≤ ‖u(t)‖H∗(Ω) ≤ c1 Q
∗[u0]

1
1−m (T − t)

1
1−m for every 0 ≤ t < T,

with c0 depending on m, s,N,Ω and HL.
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3 Smoothing effects. Moser iteration VS Green function method

The aim of this section is to present two different strategies to obtain Lp − L∞ estimates. The first
is based on the “Green function method”, the second is the more classical approach through Moser
iteration. For these two methods, we use different assumptions, as we shall explain carefully below.
The advantage of the Green function method is that the proof is simpler and it allows to obtain
weighted estimates, which are new also in the case of the classical FDE, i.e. L = −∆. As we shall
see, the smoothing effect not always hold for merely L1 or L1

Φ1
functions, as in the degenerate case,

cf. [13, 18, 19]. As it happens in the local case, more integrability is required to obtain bounded
solutions to FDE, and new exponent appear: mc which can be characterized as the first m such that
L1 data do not produce bounded solutions, and pc = pc(m) as the minimal integrability required to
have bounded solutions. The function pc(m) creates a “green line”2 in the (m, p)-plane that identifies
the zone of validity of the smoothing, see Figure 3 (with s = γ = 1 in the local case). This is carefully
explained in the monograph [62] and in the Appendix of [17]. Here we present new critical exponents
in the weighted and unweighted case, that allow to extend the “green line” of validity of the smoothing
effects, to the nonlocal setting.

0

p

1 m

pc

N
2s -

-1

ms mc

Lp → L∞

L1+m → L∞

L1 → L∞

Figure 3: The Green line in the (m, p)−plane.

0

p

1 m

pc,γ

N
2s−γ-

-1

mc,γ

Lp
Φ1

→ L∞

L1
Φ1

→ L∞

Figure 4: The Weighted Green line.

3.1 Moser iteration

Functional setting and idea of the proof. One possible strategy to prove smoothing effects is to use
a variant of the celebrated Moser iteration, following the main steps developed in [54] in the case of the
fractional Porous medium equation. Moser iteration relies on two main ingredients: a suitable Sobolev
inequality for the quadratic form associated to the operator, and a Stroock-Varopoulos type inequality.
This was firstly used in [54], in the case of the Fractional Laplacian on R

N and of the standard Fractional
Sobolev inequality on Hs(RN ), together with the relation

´

fLf = ‖f‖2H ≍ ‖f‖2
Hs(RN )

. In our setting,

we need the following Sobolev inequality: there exists 2∗ > 2 such that for all f ∈ H(Ω)

‖f‖22∗ ≤ S2
L ‖f‖2H(Ω) = S2

L

ˆ

Ω
fLf dx = S2

L ‖L1/2u‖22 . (3.1)

2Juan Luis Vázquez, to whom we dedicate this work, explained the “green line” to M.B. in 2005, as something he
wanted to add in the wonderful monographs that he was writing at the time, [62, 63], to clarify the “mess of exponents”.

17



We also deduce a family of Gagliardo-Nirenberg-Sobolev (GNS) inequality: let p > q > 0 and

2q

q +m− 1
≤ 2∗, and

q +m− 1

2q
=

θ

2∗
+ (1− θ)

q +m− 1

2p
,

then, by interpolation of Lp norms, we have

‖f‖ 2q
q+m−1

≤ ‖f‖θ2∗‖f‖
1−θ

2p
q+m−1

≤ Sθ
L ‖f‖θH(Ω)‖f‖

1−θ
2p

q+m−1

(GNS)

However, GNS are not sufficient to run Moser iteration in the nonlocal setting. We need the Stroock-
Varopoulos inequality: that there exists a constant cm,p > 0
ˆ

Ω
uq−1Lum dx ≥ cm,q

ˆ

Ω
u

q+m−1
2 Lu

q+m−1
2 dx = cm,q

∥
∥
∥L1/2u

q+m−1
2

∥
∥
∥

2

2
= cm,q

∥
∥
∥u

q+m−1
2

∥
∥
∥

2

H(Ω)
(3.2)

So that, combining the two above inequalities, one gets

ˆ

Ω
uq−1Lum dx ≥ cm,q

∥
∥
∥u

q+m−1
2

∥
∥
∥

2

H(Ω)
≥ cm,qS

−2
L

‖u‖
q+m−1

2θ
q

‖u‖
1−θ
θ

q+m−1
2

p

. (M1)

This implies the decay of the Lq-norm, i.e. ‖u(t)‖q ≤ ‖u(t0)‖q for all t ≥ t0 ≥ 0 and all q ∈ [1,∞].

The latter inequality is the minimal assumption to run the Moser iteration. We shall discuss under
which assumption this is true. Somehow, the Stroock-Varopoulos inequality is a quantitative version
of (A2’), which only asserts that the above integral is nonnegative.

In the local case, the validity of this (M1) is usually a consequence of the classical ellipticity condition
or of assumptions on the kernel of the operator, in the nonlocal case: there exist 0 < λ < Λ such that
for all ξ ∈ R

N

if L[f ] = −

N∑

i,j=1

∂i
(
ai,j∂jf

)
then we need λ|ξ|2 ≤

N∑

i,j=1

ξiai,jξj ≤ Λ|ξ|2 , (3.3)

and the Stroock-Varopoulos inequality follows by integration by parts and chain rule:
ˆ

Ω
up−1Lum dx ≥ λ

ˆ

Ω
∇(up−1) · ∇(um) dx = cm,pλ

ˆ

Ω

∣
∣
∣∇u

p+m−1
2

∣
∣
∣

2
dx

and we obtain (M1) just by using the classical Sobolev inequality on H1
0 (Ω), with 2∗ = 2N

N−2 > 2.

In the nonlocal case, the situation gets more involved: define the operator as

if L[f ](x) = P.V.

ˆ

RN

[f(x)− f(y)]K(x, y) dy (3.4)

restricted to functions supported in Ω, and impose the ellipticity condition on the kernel:

λ

|x− y|N+2s
≤ K(x, y) ≤

Λ

|x− y|N+2s
. (3.5)

Under this assumptions, using the Stroock-Varopoulos inequality (6.2), and the Sobolev inequality on
Hs

0(Ω), one can prove (M1) , as it has been done for the first time in [53]. See also [15] for more details
about Sobolev spaces on bounded domains.
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Unfortunately, the above assumptions do not cover the case of the Spectral Fractional Laplacian, and
more generally “spectral type operators”, i.e. powers of elliptic operators of type (3.3) or even of type
(3.4). This is because spectral operators can be represented with a kernel as follows:

Ls[f ] = P.V.

ˆ

Ω
[f(x)− f(y)]K(x, y) dy +B(x)f(x) (3.6)

and there exist 0 < λ < Λ such thatfor a.e. x, y ∈ Ω we have

λ
δγ(x)δγ(y)

|x− y|N+2s
≤ K(x, y) ≤ Λ

δγ(x)δγ(y)

|x− y|N+2s
and 0 ≤ B(x) ≤

c

δ(x)2s
. (L1)

and having a kernel supported in Ω and zero at the boundary, they clearly do not satisfy the ellipticity
condition (3.5). We will show how to deal with these operators more easily, with the Green function
method in Section 3.2, but we can also take into account the following remark

Assumption (K1) and (L1) imply (M1). We have seen that assumption (K1) implies the validity
of a Hardy-Littlewood (HLS) inequality: for all f ∈ H∗(Ω)

‖f‖2H∗ = ‖L−1/2f‖22 ≤ HL‖f‖(2∗)′ with (2∗)′ =
2N

N + 2s
. (3.7)

which is equivalent to the desired Sobolev inequality,

‖f‖22∗ ≤ S2
L ‖f‖2H(Ω) with 2∗ =

2N

N − 2s
. (3.8)

by using Legendre duality, as carefully explained in Appendix 7.8 of [15].

On the other hand, the Stroock-Varopoulos follows just by the fact that K(x, y) ≥ 0, see Lemma 6.2
for a proof. Hence, (M1) holds under the assumption (K1), an upper bound on the Green function,
the kernel of the inverse L−1.

We refer to [19, 14, 13] for more details and further examples of operators, briefly summarized in
Section 2.2.

We begin by proving how (M1) easily implies smoothing effects from Lp to Lq with pc < p < q < +∞.

Lemma 3.1 (Lp - Lq smoothing). Let L satisfy (A1), (A2), and (M1) with 2∗ = 2N/(N − 2s). Let u
be a GF solution with 0 ≤ u0 ∈ L∞(Ω). Then, for all max{1, pc} < p < q < +∞ there exists κp,q > 0
such that for all t > t0 ≥ 0:

‖u(t)‖q ≤ κp,q
‖u(t0)‖

pϑp
qϑq
p

(t− t0)
N(q−p)

q
ϑp

, with ϑr =
1

2sr +N(1−m)
(3.9)

where κp,q only depends on p, q,N,m, s,Ω and is given in (3.12).

Proof. Let us begin by deriving the Lq-norm and using (M1), recalling that in this case the constant
in the Stroock-Varopoulos inequality is given by

cm,q =
4(q − 1)m

(q +m− 1)2
,
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so that

d

dt

ˆ

Ω
uq dx = q

ˆ

Ω
uq−1∂tudx = −q

ˆ

Ω
uq−1Lum dx ≤ −S−2

L

4q(q − 1)m

(q +m− 1)2
‖u‖

q+m−1
2θ

q

‖u‖
1−θ
θ

q+m−1
2

p

. (3.10)

Few remarks are in order: first, we have to ensure that

2p

p+m− 1
≤ 2∗ =

2N

N − 2s
, that is p ≥ pc =

N(1−m)

2s
.

Hence, we have

d

dt

ˆ

Ω
uq dx ≤ −κ0

(
ˆ

Ω
uq dx

) q+m−1
qθ

with κ0 =
4q(q − 1)m

(q +m− 1)2
S−2
L

‖u0‖
(1−θ)(q+m−1)

θ
p

. (3.11)

Integrating the above inequality on [t0, t], we get

(
ˆ

Ω
uq dx

)− q+m−1
qθ

+1

≥ κ0

(
q +m− 1

qθ
− 1

)

(t− t0)

recalling that
q +m− 1

qθ
− 1 =

2sp−N(1−m)

N(q − p)

we obtain

ˆ

Ω
u(t)q dx ≤

(

κ0
2sp−N(1−m)

N(q − p)
(t− t0)

)−
N(q−p)

2sp−N(1−m)

=




N S2

L (q +m− 1)2(q − p)

4 q(q − 1)m (2sp −N(1−m))
·
‖u0‖

p
2sq−N(1−m)

N(q−p)
p

t− t0





N(q−p)
2sp−N(1−m)

.

which gives exactly (3.9) with the constant

κp,q :=

(
NS2

L(q − p)(q +m− 1)2ϑp
4 q (q − 1)m

)N(q−p)ϑp
q

. (3.12)

Notice that we cannot tend q → ∞ in the Lemma above, since the constant blows up. Hence, we
use Moser iteration to prove from Lemma 3.9 that solutions are bounded. The following Theorem is a
slightly different verison of Theorem 2.8, since we ask only for assumptions on the operator L. Theorem
2.8 is proved recalling that (K1) and (L1) implies (M1).

Theorem 3.2 (Lp - L∞ smoothing). Let L satisfy (A1), (A2), and (M1) with 2∗ = 2N/(N − 2s). Let
u be a nonnegative WDS with u0 ∈ Lp(Ω) and p > pc if m ∈ (0,mc] or p ≥ 1 if m ∈ (mc, 1). Then,
there exists a constant κ = κ(N,m, s, p,SL,Ω) > 0 such that for any t > t0 ≥ 0

‖u(t)‖∞ ≤ κ
‖u(t0)‖

2sp ϑp
p

(t− t0)Nϑp
with ϑp =

1

2sp+N(1−m)
. (3.13)
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Proof. We split the proof in three steps: first we establish the bound (3.13) for nonnegative bounded
GF solutions for p > max{1, pc}, then we establish it for p = 1 when m ∈ (mc, 1) in Step 2, then we
will deduce the final result by approximation in Step 3.

• Step 1. Smoothing estimates for bounded GF solutions. We begin by establishing the bound (3.13)
for nonnegative bounded GF solutions, more precisely we will prove the following

Claim: Let L satisfy (A1), (A2), and (M1) with 2∗ = 2N/(N − 2s) and let u be a GF solution with
0 ≤ u0 ∈ L∞(Ω). Then, for any p > max{1, pc} there exists a constant κ = κ(N,m, s, p,SL,Ω) > 0
such that (3.13) holds for any t > t0 ≥ 0.

Proof of the claim. Let us rewrite (3.9) for each k ≥ 1 with pk = 2kp and tk such that tk − tk−1 =
t−t0
2k

,

‖u(tk)‖pk ≤

(
ck

tk − tk−1

)N(pk−pk−1)

pk
ϑk−1

‖u(tk−1)‖

pk−1 ϑk−1
pk ϑk

pk−1 (3.14)

where ϑk := ϑpk = (2spk −N(1−m))−1 and

ck :=
NS2

L(pk − pk−1)(pk +m− 1)2ϑk−1

4 pk (pk − 1)m
.

Then, let us bound ck uniformly in k using the definition of pk:

ck ≤
NS2

L

8m

(pk +m− 1)2

(pk − 1)(2spk−1 −N(1−m))
=
NS2

L

8m

(1− 1−m
pk

)2

(1− 1
pk
)(s − N(1−m)

pk
)

≤
NS2

L

2m

p2

(p− 1) (2sp−N(1−m))
=: c

which is bounded since p > pc. Hence, we can iterate in (3.14)

‖u(tk)‖pk ≤

(
c

tk − tk−1

)N(pk−pk−1)

pk
ϑk−1

‖u(tk−1)‖

pk−1 ϑk−1
pk ϑk

pk−1

=

(
c

tk − tk−1

)N(pk−pk−1)

pk
ϑk−1

(
c

tk−1 − tk−2

)N(pk−1−pk−2)

pk−1
ϑk−2

pk−1ϑk−1
pkϑk

‖u(tk−2)‖

pk−2ϑk−2
pkϑk

pk−2

...

=

k∏

j=1

(
c

tj − tj−1

)N(pj−pj−1)

pk

ϑjϑj−1
ϑk

‖u(t0)‖

p ϑp
pkϑk
p =





k∏

j=1

(

2j
c

t− t0

)N(ϑj−1−ϑj )

2s





1
pkϑk

‖u(t0)‖

p ϑp
pkϑk
p ,

where in the last inequality we have used that (pj − pj−1)ϑj−1ϑj =
(ϑj−1−ϑj)

2s .
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Now, we see that the product is uniformly bounded with respect to k:

k∏

j=1

(

2j
c

t− t0

)N(ϑj−1−ϑj )

2s

= exp

[

N log(2)

2s

k∑

j=1

j(ϑj−1 − ϑj) +
N

2s
log

(
c

t− t0

) k∑

j=1

(ϑj−1 − ϑj)

]

≤ exp

[

N log(2)

2s

k∑

j=1

j

2s pj−1
+
N

2s
log

(
c

t− t0

)

(ϑp − ϑk)

]

≤ exp

[

N log(2)

4s2 p

k∑

j=1

j

2j
+
N

2s
log

(
c

t− t0

)

(ϑp − ϑk)

]

= 2
N

2s2p

(
c

t− t0

)N(ϑp−ϑk)

2s

.

Notice that lim
k→∞

(pkϑk)
−1 = 2s and lim

k→∞
ϑk = 0. Therefore, since t ≥ tk for all k ≥ 1 and decay of the

Lp-norm holds, we conclude that

‖u(t)‖∞ = lim
k→∞

‖u(t)‖pk ≤ lim
k→∞

‖u(tk)‖pk

≤ lim
k→∞



2
N

2s2p

(
c

t− t0

)N(ϑp−ϑk)

2s





1
pkϑk

‖u(t0)‖

pϑp
pkϑk
p ≤ κ

‖u(t0)‖
2sp ϑp
p

(t− t0)Nϑp
.

This is exactly (3.13) when p > max{1, pc} , and the proof of the claim is complete.

• Step 2. The case p = 1 and m ∈ (mc, 1). We extend the claim of Step 1 to the case p = 1. Let u be
a nonnegative gradient flow solution with u0 ∈ L∞(Ω) and m ∈ (mc, 1). Take any p1 > 1 > pc, hence
u(t) satisfies the claim for p1,

‖u(t)‖∞ ≤
c1

(t− t0)
Nϑp1

‖u(t0)‖
2s p1ϑp1
p1 =

c1

(t− t0)
Nϑp1

(
ˆ

Ω
u(t0)

(p1−1)+1 dx

)2sϑp1

≤
c1 ‖u(t0)‖

2sϑp1 (p1−1)
∞

(t− t0)
Nϑp1

‖u(t0)‖
2sϑp1
1 ≤

1

2
‖u(t0)‖∞ + 22sϑ1(p1−1)

(

c1 ‖u(t0)‖
2sϑp1
1

(t− t0)
Nϑp1

) ϑ1
ϑp1

,

where we have used Young inequality, ab ≤ 1
2a

1
α + 2

α
1−α b

1
1−α , with α = 2s ϑp1(p1 − 1) < 1. We can

eliminate the term 1
2‖u(t0)‖∞ by applying De Giorgi’s Lemma 6.3 and conclude the proof of the claim

also in this case.

• Step 3. Approximation with GF solutions. We approximate the initial data 0 ≤ u0 ∈ Lp(Ω) by
truncation, u0,n = min{u0, n}, so that u0,n → u0 in Lp. Since u0,n ∈ L∞(Ω) ⊂ H∗(Ω), there exists a
gradient flow solution un(t) given by Theorem 2.3, that is also bounded and satisfies the Claim of Step
1. Hence, by lower semicontinuity of the L∞ norm we obtain

‖u(t)‖∞ ≤ lim
n→∞

‖un(t)‖∞ ≤ lim
n→∞

κ(t− t0)
−Nϑp‖un(t0)‖

2spϑp
p = κ(t− t0)

−Nϑp‖u(t0)‖
2spϑp
p

This concludes the proof.
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3.2 Green function method

In this section we will show the advantage of the Weak Dual Formulation (WDS) and the power of the
Green function method: we shall obtain a fundamental pointwise estimates (3.20) of Lemma 3.4, the
“almost representation formula”, the nonlinear analogous of the representation formula in the linear
case, proven in [18, 19] in the case m > 1. Another advantage, is that we only need assumption (K1) to
obtain the same results obtained with the Moser iteration in the previous section, with a much simpler
proof. On the other hand, the Green function method allows also to prove weighted smoothing effects,
and boundary estimates: since in the nonlocal setting it is quite rare to have weighted Sobolev type
inequalities, essential to run a Moser Iteration, here we just need to know the boundary behavior of
the Green function, namely (K2).

Let us recall the assumptions on L−1 that we will use, in this Section:

• There exists a constant c1,Ω > 0 such that

0 ≤ GΩ(x, y) ≤
c1,Ω

|x− y|N−2s
(K1)

• Let Φ1 ≥ 0 be the first eigenfunction of L. Then, Φ1(x) ≍ dist(x, ∂Ω)γ , and we assume

c0,ΩΦ1(x)Φ1(y) ≤ GΩ(x, y) ≤
c1,Ω

|x− y|N−2s

(
Φ1(x)

|x− y|γ
∧ 1

)(
Φ1(y)

|x− y|γ
∧ 1

)

(K3)

As we have already explained in Section 2.1, assumption (K1) on guarantees existence of a positive and
bounded eigenfunction Φ1, and the validity of HLS, Sobolev and Poincaré inequalities. If we assume
(K2) then Φ1 ≍ dist(· , ∂Ω)γ , cf. also [14]. for further details. Also, (K2) implies (K3), which is more
practical in the computations: Φ1 turns out to be a smart&smooth extension of dist(· , ∂Ω)γ .

In what follow, we shall use the following useful Lemma of [14] that allows to estimate the Lq norm
of the Green function, under (K1) and (K2) assumptions.

Lemma 3.3 (Green function estimates I, [14]). Let GΩ be the kernel of L−1, and assume that (K1)
holds. Then, for all 0 < q < N/(N − 2s), there exist a constant c2,Ω(q) > 0 such that

sup
x0∈Ω

ˆ

Ω
G

q
Ω(x, x0) dx ≤ c2,Ω(q) . (3.15)

Moreover, if (K2) holds, then for the same range of q there exists a constant c3,Ω(q) > 0 such that, for
all x0 ∈ Ω,

c3,Ω(q)Φ1(x0) ≤

(
ˆ

Ω
G

q
Ω(x, x0) dx

) 1
q

≤ c4,Ω(q)Bq(Φ1(x0)) , (3.16)

where Bq : [0,∞) → [0,∞) is defined as follows:

Bq(Φ1(x0)) :=







Φ1(x0) , for 0 < q < N
N−2s+γ ,

Φ1(x0)
(
1 +

∣
∣ log Φ1(x0)

∣
∣
1
q
)
, for q = N

N−2s+γ ,

Φ1(x0)
N−q(N−2s)

qγ , for N
N−2s+γ < q < N

N−2s .

(3.17)

Finally, for all 0 ≤ f ∈ L1
Φ1
(Ω), (K2) implies that

ˆ

Ω
f(x)GΩ(x, x0) dx ≥ c0,ΩΦ1(x0)‖f‖L1

Φ1
(Ω) for all x0 ∈ Ω . (3.18)
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The constants ci,Ω , i = 0, . . . , 5 , depend only on s,N, γ, q,Ω, and have an explicit expression, cf. [14].

Lemma 3.4 (Fundamental pointwise estimates). Assume (A1) and (A2). Let u be a bounded and
nonnegative GF solution, then for all x0 ∈ Ω and 0 ≤ t0 ≤ t1 we have

um(t1, x)

t
m

1−m

1

≤
1

1−m

ˆ

Ω

u(t0, y)− u(t1, y)

t
1

1−m

1 − t
1

1−m

0

GΩ(x, y) dy ≤
um(t0, x)

t
m

1−m

0

(3.19)

The proof presented here is an adaptation to the FDE of the proof of Proposition 4.2 of [18], or
Proposition 5.1 of [19].

Proof. Let us give first a formal proof: test the weak formulation (WDS) of the equation with (the a
priori not admissible test function) χ[t0,t1] δx0 , in order to obtain on the left-hand side

ˆ t1

t0

ˆ

Ω
ut(t, x)L

−1[δx0 ] dxdt =

ˆ

Ω
(u(t1, x)− u(t0, x))GΩ(x0, x) dx ,

and on the right-hand side

−

ˆ t1

t0

ˆ

Ω
um(t, x)δx0(x) dxdt = −

ˆ t1

t0

um(t, x0) dt .

Using the time monotonicity, namely that
(

t
t1

) 1
1−m

u(t1) ≤ u(t) ≤ u(t0)
(

t
t0

) 1
1−m

, we can estimate the

time integral from above and below, and obtain (3.19).

For a rigorous proof it suffices to approximate δx0 with ϕn =
χB1/n(x0)

|B1/n(x0)|
which is admissible in the

(WDS) formulation, and obtain that

ˆ t1

t0

ˆ

Ω
um(t, x)ϕn(x) dxdt

n→∞
−−−→

ˆ t1

t0

um(t, x0) dt

at every Lebesgue point of u(t, ·). Also, we shall approximate χ[t0,t1] with χn as in Lemma 6.4.

In what follows we will only need the lower bound of (3.20), in the following form:

Proposition 3.5 (Fundamental upper bounds). Assume (A1), (A2) and Kato’s inequality (6.2). Let
u be a bounded and nonnegative GF solution, then for all x0 ∈ Ω and 0 ≤ t0 ≤ τ < t ≤ t1 we have

up+m−1(t, x0) ≤ cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

ˆ

Ω
u(τ, x)p GΩ(x0, x) dx . (3.20)

where cp,m = p+m−1
m(1−m) . Note that when p = 1 the above inequality follows from (3.19), and there is no

need of assuming Kato’s inequality (6.2).

Proof. First, we multiply the equation by pup−1
GΩ and integrate on [0, T ]×Ω. On one hand, we obtain

ˆ

Ω

ˆ t1

t0

pup−1(t, x) ∂tu(t, x) GΩ(x0, x) dt dx =

ˆ

Ω
(u(t1, x)

p − u(t0, x)
p)GΩ(x0, x) dx .
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On the other hand, we use Kato’s inequality with v = um and f(v) = m
p+m−1v

p+m−1
m

−p

ˆ t1

t0

ˆ

Ω
up−1L (u(t, x)m)GΩ(x0, x) dxdt ≤ −

pm

p+m− 1

ˆ t1

t0

ˆ

Ω
L(up+m−1(t, x))GΩ(x0, x) dxdt

= −
pm

p+m− 1

ˆ t1

t0

up+m−1(t, x0) dt

Using the time monotonicity, namely that
(

t
t1

) 1
1−m

u(t1) ≤ u(t), we can estimate the time integral

from above and obtain (3.5)

Lemma 3.6 (Lp
Φ1
-stability). Let u be a nonnegative GF solution with u0 ∈ L

p
Φ1
(Ω) and p ≥ 1, then

‖u(t1)‖Lp
Φ1

≤ ‖u(t0)‖Lp
Φ1

for every 0 < t0 < t1 < T .

Proof. Without loss of generality, we assume u(t) ∈ L∞. Let us multiply the equation pointwise with
pup−1Φ1χ[t0,t1] and integrate:

ˆ t1

t0

ˆ

Ω
pup−1∂tuΦ1 dxdt =

ˆ T

0

ˆ

Ω
∂t (u

pΦ1)χ[t0,t1] dxdt =

ˆ

Ω
up(t1)Φ1 dx−

ˆ

Ω
up(t0)Φ1 dx .

On the other hand, by Kato’s inequality we get

−

ˆ t1

t0

ˆ

Ω
pup−1Lum Φ1 dxdt ≤ −

p(p+m− 1)

m

ˆ t1

t0

ˆ

Ω
Lup+m−1Φ1 dxdt

= −
λ1 p(p+m− 1)

m

ˆ t1

t0

ˆ

Ω
up+m−1Φ1 dxdt ≤ 0 .

Finally, we shall approximate χ[t0,t1] with χn as in Lemma 6.4.

3.2.1 Proof of Theorems 2.8 and 2.10

We shall prove simultaneously Theorems 2.8 and 2.10, indeed the only difference in their proof is one
step (Step 2A and 2B below) that involve Green function estimates which hold under assumptions (K1)
or (K2), respectively. This shows how the Green function method allows to deal with both weighted
and unweighted smoothing effects essentially in the same way.

It is enough to prove the result for bounded nonnegative GF solutions u and then approximate the
WDS by means of GF solutions un(t) starting at u0,n(t) = min{u0, n}, see Step 3.

• Step 1. Fundamental pointwise estimate and De Giorgi Lemma. Let us assume that u is a nonneg-
ative GF solution with u0 ∈ L∞(Ω). Then the following estimate holds for all 0 ≤ t0 < t1

‖u(t1)‖
p+m−1
∞ ≤ 2

p+m−1−ε
ε




cp,m

t
p+m−1
1−m

1

(t− τ)
p

1−m

sup
τ∈[t0,t1]
x0∈Ω

ˆ

BR(x0)
u1−m+ε(τ, x)GΩ(x0, x) dx






p+m−1
ε

+ cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

sup
τ∈[t0,t1]
x0∈Ω

ˆ

Ω\BR(x0)
u(τ, x)p GΩ(x0, x) dx

(3.21)
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To prove the above inequality, we apply the Fundamental upper bounds (3.20) of Proposition 3.5 to
obtain that for all x0 ∈ Ω and 0 ≤ t0 ≤ τ < t ≤ t1,

up+m−1(t, x0) ≤ cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

ˆ

Ω
u(τ, x)p GΩ(x0, x) dx . (3.22)

Next, we split the last integral in two parts: fix R > 0 to be determined later and let ε ∈ (0, p+m− 1)

up+m−1(t, x0) ≤ cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

‖u(τ)‖p+m−1−ε
∞

ˆ

BR(x0)
u1−m+ε(τ, x) GΩ(x0, x) dx

+ cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

ˆ

Ω\BR(x0)
up(τ, x) GΩ(x0, x) dx

≤
1

2
‖u(τ)‖p+m−1

∞ + 2
p+m−1−ε

ε



cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

ˆ

BR(x0)
u1−m+ε(τ, x)GΩ(x0, x) dx





p+m−1
ε

+ cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

ˆ

Ω\BR(x0)
u(τ, x)p GΩ(x0, x) dx

(3.23)

where we have used Young’s inequality, ab ≤ 1
2a

σ + 2
1

σ−1 b
σ

σ−1 , with σ = p+m−1
p+m−1−ε > 1.

Taking supremum on both sides we obtain for all 0 ≤ t0 ≤ τ < t ≤ t1,

‖u(t)‖p+m−1
∞ ≤

1

2
‖u(τ)‖p+m−1

∞

+ 2
p+m−1−ε

ε




cp,m

t
p+m−1
1−m

1

(t− τ)
p

1−m

sup
τ∈[t0,t1]
x0∈Ω

ˆ

BR(x0)
u1−m+ε(τ, x)GΩ(x0, x) dx






p+m−1
ε

+ cp,m
t
p+m−1
1−m

1

(t− τ)
p

1−m

sup
τ∈[t0,t1]
x0∈Ω

ˆ

Ω\BR(x0)
u(τ, x)p GΩ(x0, x) dx

(3.24)

We can conclude by De Giorgi’s Lemma 6.3, with the function Z(t) := ‖u(t)‖p+m−1
∞ and obtain (3.21).

Important: The next step is the only point where we shall distinguish between weighted (Step 2B) and
unweighted smoothing effects (Step 2A).

• Step 2.A. Lp −L∞ smoothing effects via (K1). Given any p as in Theorem 2.8, we shall prove the
following estimate for bounded GF solutions: for every t > t0 ≥ 0 we have

‖u(t)‖∞ ≤ κ
‖u(t0)‖

2spϑp
p

(t− t0)Nϑp
with ϑp =

1

2sp−N(1−m)
, (3.25)

where κ > 0 only depends on N,m, s, p and Ω.

The proof consists in carefully estimating the two terms in the right-hand side of (3.21) separately,
using assumption (K1), namely GΩ(x0, x) ≤ c1,Ω|x−x0|

−(N−2s). First, we observe that for all exponent
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0 < q < N
N−2s and q′ = q

q−1 >
N
2s we can use Hölder’s inequality

ˆ

BR(x0)
u1−m+ε(τ, x)GΩ(x0, x) dx ≤ c1,Ω

ˆ

BR(x0)

u1−m+ε(τ, x)

|x− x0|N−2s
dx

≤ c1,Ω‖u(τ)‖
1−m+ε
q′(1−m+ε)

[
ˆ

BR(x0)

1

|x− x0|q(N−2s)
dx

] 1
q

≤ c2‖u(t0)‖
1−m+ε
q′(1−m+ε)R

N−q(N−2s)
q = c2‖u(t0)‖

1−m+ε
q′(1−m+ε) R

2s−N
q′

(3.26)

where c2 > 0 depends on q,N, s and c1,Ω. We have also used the Lp-norm decay since if we fix

ε ∈
(

0, 2sp−N(1−m)
N

)

⊂ (0, p +m− 1) we can choose q′ := p
(1−m+ε) as

N

2s
< q′ =

p

1−m+ ε
.

On the other hand, using the Lp-norm decay we have
ˆ

Ω\BR(x0)
u(τ, x)p GΩ(x0, x) dx ≤ c1,Ω

ˆ

Ω\BR(x0)

u(τ, x)p

|x− x0|N−2s
dx ≤ c1,Ω

‖u(t0)‖
p
p

RN−2s
. (3.27)

Plugging the above estimates in (3.21) and choosing t0 = 0, we obtain

‖u(t1)‖
p+m−1
∞ ≤ 2

p+m−1−ε
ε

[

c2
‖u0‖

1−m+ε
p

t1
R

2sp−N(1−m+ε)
p

] p+m−1
ε

+ c3
‖u0‖

p
p

t1

1

RN−2s
. (3.28)

Finally, we choose

R =

(
t1

‖u0‖
1−m
p

) p
2sp−N(1−m)

and, by the time-shift invariance of the equation, we obtain the desired smoothing effects (3.25) for
every p ≥ 1 if m ∈ (mc, 1) and p > pc if m ∈ (0,mc).

• Step 2.B. Lp
Φ1

−L∞ smoothing effects via (K2). Under assumption (K2), we shall prove the following
smoothing effect for bounded GF solutions and any p as in Theorem 2.10: for every t > t0 ≥ 0 we have

‖u(t)‖∞ ≤ κ
‖u(t0)‖

(2s−γ)p ϑp,γ

Lp
Φ1

(Ω)

(t− t0)Nϑp,γ
with ϑp,γ =

1

(2s − γ)p −N(1−m)
. (3.29)

The proof follows analogously to Step 2.A, that is, we have to estimate properly the two terms of
(3.21), but in this case we have to use assumption (K2), namely GΩ(x0, x) ≤ c1,Ω|x−x0|

−(N+γ−2s)Φ1(x).

First, observe that for every 0 < q < N
N+γ−2s and q′ = q

q−1 >
N

2s−γ we can define p := q′(1 −m+ ε)
to obtain by Hölder’s inequality that

ˆ

BR(x0)
u1−m+ε(τ, x)GΩ(x0, x) dx ≤ c1,Ω

ˆ

BR(x0)

u1−m+ε(τ, x)Φ1(x)

|x− x0|N+γ−2s
dx

≤ c1,Ω‖Φ1‖
1− 1

q′

∞ ‖u(τ)‖1−m+ε
Lp
Φ1

(Ω)

[
ˆ

BR(x0)

1

|x− x0|q(N+γ−2s)
dx

] 1
q

≤ c2‖u(t0)‖
1−m+ε
Lp
Φ1

(Ω)
R

N−q(N+γ−2s)
q = c2‖u(t0)‖

1−m+ε
Lp
Φ1

(Ω)
R

(2s−γ)p−N(1−m+ε)
p

(3.30)
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where c2 > 0 depends on q0, N, s,Φ1 and c1,Ω, and we have also used the Lp
Φ1
-norm decay. Notice that

we have to choose ε ∈
(

0, (2s−γ)p−N(1−m)
N

)

⊂ (0, p +m− 1) to ensure

N

2s− γ
< q′ =

p

1−m+ ε
.

On the other hand, we use the Lp
Φ1
-norm decay to obtain

ˆ

Ω\BR(x0)
u(τ, x)p GΩ(x0, x) dx ≤ c1,Ω

ˆ

Ω\BR(x0)

u(τ, x)pΦ1(x)

|x− x0|N+γ−2s
dx ≤ c1,Ω

‖u(t0)‖
p
Lp
Φ1

(Ω)

RN+γ−2s
. (3.31)

Plugging the above estimates in (3.21) and choosing t0 = 0, we obtain

‖u(t1)‖
p+m−1
∞ ≤ 2

p+m−1−ε
ε



c2

‖u0‖
1−m+ε
Lp
Φ1

(Ω)

t1
R

(2s−γ)p−N(1−m+ε)
p





p+m−1
ε

+ c3

‖u0‖
p
Lp
Φ1

(Ω)

t1

1

RN+γ−2s
. (3.32)

with c2, c3 > 0 depending on p,N, s, γ,Φ1 and c1,Ω.

Finally, we choose

R =

(
t1

‖u0‖
1−m
p

) p
(2s−γ)p−N(1−m)

and, by the time-shift invariance of the equation, we obtain the desired smoothing effects (3.29) for
every admissible p.

• Step 3. Approximation with GF solutions. We approximate the initial data 0 ≤ u0 ∈ Lp(Ω) by
truncation, u0,n = min{u0, n}, so that u0,n → u0 in Lp. Since u0,n ∈ L∞(Ω) ⊂ H∗(Ω), there exists a
gradient flow solution un(t) given by Theorem 2.3, that is also bounded and satisfies the Claim of Step
1. Hence, by lower semicontinuity of the L∞ norm we obtain

‖u(t)‖∞ ≤ lim
n→∞

‖un(t)‖∞ ≤ lim
n→∞

κ(t− t0)
−Nϑp‖un(t0)‖

2spϑp
p = κ(t− t0)

−Nϑp‖u(t0)‖
2spϑp
p .

This concludes the proof of the smoothing effects of Theorems 2.8 and 2.10 assuming Kato inequality.

• Step 4. Smoothing without using Kato inequality. We notice that when p = 1, the fundamental
upper bound (3.20) of Proposition 3.4 does not require the validity of Kato inequality, hence we can
repeat Step 1 with p = 1, and obtain inequality (3.21) with p = 1 without using Kato inequality. We
can then repeat Steps 2.A and 2.B respectively, and this is where the restriction p < N/(2s− γ) comes
from, as we shall see. The unweighted case corresponds to γ = 0 and follows with minor modifications.

The first integral of (3.21) can be estimated as in (3.30)

ˆ

BR(x0)
u1−m+ε(τ, x)GΩ(x0, x) dx ≤ c1,Ω

ˆ

BR(x0)

u1−m+ε(τ, x)Φ1(x)

|x− x0|N+γ−2s
dx

≤ c2‖u(t0)‖
1−m+ε

L
q′(1−m+ε)
Φ1

(Ω)
R

N−q(N+γ−2s)
q = c2‖u(t0)‖

1−m+ε
L
p0
Φ1

(Ω)
R

(2s−γ)p0−N(1−m+ε)
p0

(3.33)

where we have set p0 := q′(1−m+ ε) > N(1−m+ε)
2s−γ .
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We next have to estimate the second integral of (3.21) as follows

ˆ

Ω\BR(x0)
u(τ, x) GΩ(x0, x) dx ≤ c1,Ω

ˆ

Ω\BR(x0)

u(τ, x)Φ1(x)

|x− x0|N+γ−2s
dx ≤ c2,Ω,p

‖u(t0)‖Lq
Φ1

(Ω)

Rq′(N+γ−2s)−N
. (3.34)

where q′ > N
N+γ−2s , so that q < N

2s−γ , and this is where the restriction on p comes from.

We would like to chose now p0 = q, and this is possible only when N(1−m+ε)
2s−γ < p0 = q < N

2s−γ for all

ε ∈ (0,m), which means in fact for all p0 ∈
(
N(1−m)
2s−γ , N

2s−γ

)

. Hence, for all such p0 we have

‖u(t1)‖
m
∞ ≤ 2

m−ε
ε



c2

‖u0‖
1−m+ε
L
p0
Φ1

(Ω)

t1
R

(2s−γ)p0−N(1−m+ε)
p0





m
ε

+
c4
t1

‖u(t0)‖Lp0
Φ1

(Ω)

R
p0

p0−1 (N+γ−2s)−N
. (3.35)

with c2, c4 > 0 depending on p0, N, s, γ,Φ1 and c1,Ω. Letting Rp0ϑp0 = ‖u0‖
m−1
L
p0
Φ1

(Ω)
t1 gives the desired

bounds. This concludes the proof of Theorems 2.8 and 2.10.

3.3 H
∗ − L

∞ smoothing effects. Proof of Theorem 2.9

It is possible to use the Lp − L∞ estimate obtained above to get H∗ − L∞ smoothing effects, but it is
required to be in the regime m ∈ (ms, 1), since we need the energy estimates below.

Lemma 3.7 (GF solutions are Energy solutions). Assume (A1) and (A2) and let u be a GF solution
with u0 ∈ H∗(Ω). Then, for every t1 > t > t0 ≥ 0 we have

‖um(t1)‖
2
H(Ω) ≤

1

2m

‖u(t)‖1+m
1+m

(t1 − t)
≤

1

2m(1 +m)

‖u(t0)‖
2
H∗(Ω)

(t1 − t)(t− t0)
. (3.36)

Proof. We provide a formal proof in order to expound the main ideas, for a rigorous proof see Propo-
sition 11.9 of [2].

First inequality. Let us derive the H∗-norm as in (4.7) and use the decay of the L1+m-norm

d

dt

ˆ

Ω
umLum dx ≤ −2m

(´

Ω u
mLum dx

)2

´

Ω u
1+m dx

≤ −2m

(´

Ω u
mLum dx

)2

´

Ω u(t0)
1+m dx

.

The result folows by integrating on [t, t1].

Second inequality. We derive the L1+m-norm (the energy) as in (4.5) to obtain the following ODE,

d

dt

ˆ

Ω
u1+m dx ≤ −

1 +m

‖u(t0)‖
2
H∗(Ω)

(
ˆ

Ω
u1+m dx

)2

.

Then, the upper estimate follows by integrating on [t0, t].

From the above energy estimate Theorem 2.9 easily follows, let us recall the statement:
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Let N > 2s, m ∈ (ms, 1) and assume (A1), (A2) and (K1). Let u be a nonnegative WDS of (CDP)
corresponding to the initial datum u0 ∈ H∗(Ω). Then, for every t > t0 ≥ 0 we have

‖u(t)‖∞ ≤ κ
‖u(t0)‖

4s ϑ1+m

H∗(Ω)

(t− t0)(N+2s)ϑ1+m
with ϑ1+m =

1

2s(1 +m)−N(1−m)
.

Proof of Theorem 2.9. We combine the energy estimate of Lemma 3.7 with L1+m−L∞ smoothing
effect. Given t > t0 ≥ 0, let us choose t̃ = t+t0

2 , then

‖u(t)‖∞ ≤ c
‖u(t̃)‖

(1+m)2sϑ1+m

1+m

(t− t̃)Nϑ1+m
≤

c

(1 +m)

‖u(t0)‖
4sϑ1+m

H∗(Ω)

(t− t̃)Nϑ1+m(t̃− t0)2sϑ1+m
≤ κ

‖u(t0)‖
4sϑ1+m

H∗(Ω)

(t− t0)(N+2s)ϑ1+m
.

3.4 Upper boundary estimates. Proof of Theorem 2.12

Once we have proved unweighted and weighted smoothing effects, we are able to show that bounded
WDS satisfy the lateral boundary conditions as explained in the Introduction and in Section 2.5.
We are in the position to prove the upper boundary estimate of Theorem 2.12.

Proof of Theorem 2.12. From Theorem 2.8 it follows that u(t) is bounded for every t > 0. Indeed,
for a.e. x0 ∈ Ω and t > 0 we have (recall that B1 is defined in (2.13))

ˆ

Ω
u(t/2, x)GΩ(x0, x) dx ≤ ‖u(t/2)‖∞‖GΩ(x0, ·)‖L1(Ω) ≤ c1‖u(t/2)‖∞B1(Φ1(x0)) , (3.37)

where in the last step we have used Lemma 4.2 of [14] which requires (K2). We remark that constant
c1 depends on m, s, γ and N . Then, we use (3.37) in estimate (3.20) with p = 1, t1 = t and τ = t/2,

um(t, x0) ≤
2

1
1−m

(1−m) t

ˆ

Ω
u(t/2, x) GΩ(x0, x) dx ≤

2
1

1−m c1
(1−m) t

‖u(t/2)‖∞B1(Φ1(x0)) .

Now, let us apply the smoothing estimate of Theorem 2.8,

um(t, x0) ≤
2

1
1−m c1

(1−m) t
‖u(t/2)‖∞ B1(Φ1(x0)) ≤

2
2spϑp
1−m c1

(1−m)

‖u0‖
2spϑp
p

t1+Nϑp
B1(Φ1(x0)) .

Estimate (2.12) follows from the property of semigroups (time-shift invariance). For the weighted result
with 2s > γ, we repeat this last step with the smoothing estimate of Theorem 2.10,

um(t, x0) ≤
2

1
1−m c1

(1−m) t
‖u(t/2)‖∞Φ1(x0) ≤

2
(2s−γ)pϑp,γ

1−m c1
(1−m)

‖u0‖
(2s−γ)pϑp,γ

Lp
Φ1

(Ω)

t1+Nϑp,γ
Φ1(x0) .

4 Energy estimates and Finite Extinction Time

Once we have that solutions are bounded for sufficiently smooth initial data, we will prove that they
vanish in finite time, with estimates from above and below for the extinction time in different norms.
Also we will show sharp time decay estimates as t→ T− that show how bounded solution extinguish in
finite time, and constitute the first step towards the understanding of the asymptotic behaviour, which
is a really delicate issue already in the local case, cf. for instance [11].
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4.1 Norm estimates and bounds for the extinction time

The first estimates that we present about the Lp-norm requires Sobolev and Stroock-Varopoulus in-
equalities which can be deduced from assumption (K1) and (M1) as we show in Section 3.1.

Lp estimates and Extinction Time: Assume (A1), (A2), (K1) and (L1). Let u be a nonnegative
WDS corresponding to the initial datum u0 ∈ Lp(Ω) with p > pc. Then, there exist an extinction time
T > 0 and for every 0 ≤ t0 ≤ t ≤ T we have

cp(T − t) ≤ ‖u(t)‖1−m
p ≤ ‖u(t0)‖

1−m
p − cp(t− t0) , (4.1)

where cp > 0 only depends on p,m, s,N, λ1,SL,Ω.

Proof of Proposition 2.13. Recall that (K1) and (L1) implies (M1) and Sobolev inequality, see Section
3.1. Hence,

d

dt

ˆ

Ω
up dx = −p

ˆ

Ω
up−1Lum dx ≤ −cm,p‖L

1
2u

p+m−1
2 ‖22 (4.2)

≤ −cm,p,Ω S−1
L ‖u

p+m−1
2 ‖2 2p

p+m−1

= −cm,p,Ω S−1
L ‖u‖p+m−1

p

where in the last inequality we have use Sobolev in the following form,

‖u‖ 2p
p+m−1

≤ |Ω|
p+m−1

2p
− 1

2∗ ‖u‖2∗ ≤ |Ω|
p+m−1

2p
− 1

2∗ SL ‖L−1u‖2 ,

since p > pc implies 2p
p+m−1 < 2∗ = 2N

N−2s . Now, integrating the ODE that ‖u(t)‖pp satisfies on the
intervals [t0, t] and [t, T ] we obtain (4.1). For the upper bound on T , just let t = 0 in (4.1).

It is also possible to prove upper bounds of the extinction time in terms of the H∗-norm using the
HLS inequality, which is provided by assupmtion (K1), see (2.1).

H∗ estimates and Extinction Time: Assume (A1), (A2) and (K1). Let u be a nonnegative WDS

with 0 < m < 1 and let αc = min{1, (N+2s)(1−m)
4s }. Then, there exists an extinction time T > 0 and for

every 0 ≤ t0 ≤ t ≤ T we have

cα(T − t) ≤ ‖uα(t)‖
1−m
α

H∗(Ω) ≤ ‖uα(t0)‖
1−m
α

H∗(Ω) − cα(t− t0) , (4.3)

with cα > 0 depending on α,m, s,N and HL.

Proof of Proposition 2.14. Let us derive in time the H∗-norm of uα for any α > αc,

d

dt

ˆ

Ω
uαL−1uα dx = 2α

ˆ

Ω
uα−1 ∂tu L−1uα dx = −2α

ˆ

Ω
uα−1 Lum L−1uα dx

≤ −
2αm

α+m− 1

ˆ

Ω
Luα+m−1L−1uα dx = −

2αm

α+m− 1

ˆ

Ω
u2α+m−1 dx ,

where we have applied Kato’s inequality (6.2) with f(v) = m
α+m−1v

α+m−1
m and v = um. Assumption

(K1), ensures the validity of the HLS inequality for the H∗-norm (2.1), that applied to f = uα with
q = 2α+m−1

α , gives

d

dt

ˆ

Ω
uαL−1uα dx ≤ −

2αm

α+m− 1

ˆ

Ω
(uα)

2α+m−1
α dx ≤ −

2αmH
− 2α+m−1

α
L

α+m− 1

(
ˆ

Ω
uαL−1uα dx

)2α+m−1
2α

.

31



Integrating this ODE on the inetrvals [t0, t] and [t, T ] we conclude (4.3). The upper bound of the
extinction time is provided by choosing t = 0 in the lower bound of (4.3).

Once we have proven the extinction of the solution, we can study the rate of extinction. For this
purpose, we provide the decay of the L1

Φ1
-norm in terms of the extinction time. This result is deduced

directly from the formulation of the WDS without assumptions on L−1.

L1
Φ1

estimates: Assume (A1) and (A2). Let u be a nonnegative WDS with 0 < m < 1. Given the
extinction time T > 0, there exists c1 > 0 depending on λ1 and Φ1 such that

‖u(t)‖L1
Φ1

(Ω) ≤ c1(T − t)
1

1−m ∀0 ≤ t < T .

Proof of Proposition 2.15. Let us consider the test function ψ(τ, x) = λ1Φ1(x)χ[t,T ](τ) in the weak

dual formulation (we approximate χ[t,T ] as in Lemma 6.4) and use that Φ1 satisfies L−1Φ = λ−1
1 Φ1,

‖u(t)‖L1
Φ1

− ‖u(T )‖L1
Φ1

=

ˆ T

0

ˆ

Ω
u ∂τχ[t,T ]Φ1 dxdτ = λ1

ˆ T

0

ˆ

Ω
L−1u ∂τχ[t,T ]Φ1 dxdτ

=

ˆ T

0

ˆ

Ω
L−1u∂τψ dxdτ =

ˆ T

0

ˆ

Ω
umψ dxdτ = λ1

ˆ T

t

ˆ

Ω
umΦ1 dxdτ

≤ λ1‖Φ‖
1−m
1

ˆ T

t
‖u(τ)‖mL1

Φ1

dτ ≤ λ1‖Φ1‖
1−m
1 ‖u(t)‖mL1

Φ1

(T − t)

where we have use Hölder and the L1
Φ1
-decay in the last inequalities. The result follows from the fact

that T is the extinction time, hence ‖u(T )‖L1
Φ1

= 0.

4.2 Nonlinear Rayleigh Quotients and extinction rates

We now restrict to the exponent range m ∈ (ms, 1). Let us consider the “Dual” Nonlinear Rayleigh
Quotient

Q∗[f ] =
‖f‖1+m

1+m

‖f‖1+m
H∗

=

´

Ω |f |1+m dx
(´

Ω fL
−1f dx

) 1+m
2

.

We shall show that Q∗[u(t)] is decreasing along the FFDE flow, namely that

d

dt
Q∗[u(t)] ≤ −(1 +m)

(´

Ω u
1+m dx

)2

(´

Ω uL
−1udx

) 1+m
2

+1
+ (1 +m)

(´

Ω uL
−1udx

)m−1
2
(´

Ω u
1+m dx

)

(´

Ω uL
−1udx

)1+m = 0 (4.4)

since we have that

d

dt

(
ˆ

Ω
uL−1udx

) 1+m
2

= −(1 +m)

(
ˆ

Ω
uL−1udx

)m−1
2
(
ˆ

Ω
u1+m dx

)

and we have that

d

dt

ˆ

Ω

u1+m

1 +m
dx =

ˆ

Ω
um ∂tudx = −

ˆ

Ω
umLum dx = −

ˆ

Ω

(L1/2um)2 (L−1/2u)2

(L−1/2u)2
dx

≤ −
‖(L1/2um)(L−1/2u)‖21

‖(L−1/2u)2‖1
≤ −

1

‖u(t0)‖2H∗

(
ˆ

Ω
u1+m dx

)2

, (4.5)
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where we have used the decay of the H∗-norm and Cauchy-Schwarz in the following form

ˆ

Ω

f2

g
dx ≥

‖f‖21
‖g‖1

. (4.6)

Let us consider the Nonlinear Rayleigh Quotient

Q[f ] =
‖fm‖2H(Ω)

‖f‖2m1+m

=

´

Ω u
mLum dx

(´

Ω |f |1+m dx
) 2m

1+m

.

As before, Q[u(t)] decays along the FFDE flow,

d

dt
Q[u(t)] =

d
dt

(´

Ω u
mLum dx

)

(´

Ω u
1+m dx

) 2m
1+m

+ 2m

(´

Ω u
mLum dx

)2

(´

Ω u
1+m dx

) 2m
1+m

+1
≤ 0

since (4.6) implies that

d

dt

ˆ

Ω
umLum dx = −2m

ˆ

Ω

u2m(Lum)2

u1+m
dx ≤ −2m

(´

Ω u
mLum dx

)2

´

Ω u
1+m dx

. (4.7)

The decay of the Nonlinear Rayleigh Quotient Q[u(t)] provides another proof of the upper estimate
of the L1+m-norm without using a Sobolev-type inequality.

Sharp L1+m decay rate: Let m ∈ (ms, 1) and assume (A1), (A2) and (M1). Let u be a nonnegative
WDS with u0 ∈ L1+m(Ω). If there exists a extinction time T , then for every T > t ≥ 0 we have

cm(T − t) ≤ ‖u(t)‖1−m
1+m ≤ (1−m)Q[u0] (T − t) . (4.8)

In addition, the upper bound holds for every m ∈ (0, 1).

Proof of Proposition 2.16. Let us derive the L1+m-norm of u(t),

d

dt

ˆ

Ω
u1+m dx = −(1 +m)

ˆ

Ω
umLum dx = −(1 +m)Q[u(t)]

(
ˆ

Ω
u1+m dx

) 2m
1+m

≥ −(1 +m)Q[u0]

(
ˆ

Ω
u1+m dx

) 2m
1+m

since Q[u(t)] ≤ Q[u0]. Hence, the result follows from integrating on [t, T ]. For the lower bound we
apply Proposition 2.13 with p = 1 +m.

On the other hand, we prove the extinction rate of the H∗-norm presented in Proposition 2.17

Sharp H∗ decay rate: Letm ∈ (ms, 1) and u a nonnegative WDS with initial data u0 ∈ L1+m∩H∗(Ω).
Assume (A1), (A2) and (K1). If there exists and extinction time T > 0, then

c0(T − t)
1

1−m ≤ ‖u(t)‖H∗(Ω) ≤ c1 Q
∗[u0]

1
1−m (T − t)

1
1−m for every 0 ≤ t < T,

with c0 = c0(m, s,N,Ω,HL) and c1 = (1−m)
1

1−m . If m ∈ (0,ms), then we only have the upper bound.
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Proof Proposition 2.17. Upper bound. We derive the H∗-norm and use the monotonicity of Q∗[u(t)],

d

dt

ˆ

Ω
uL−1udx = −2

ˆ

Ω
u1+m dx = −2Q∗[u(t)]

(
ˆ

Ω
uL−1udx

)1+m
2

≥ −2 Q∗[u0]

(
ˆ

Ω
uL−1udx

) 1+m
2

.

The upper estimate follows from integrating in [t, T ] the ODE for ‖u(t)‖H∗ .

Lower bound. Since 1 +m > (2∗)′ = 2N
N+2s , we have that (K1) implies HLS inequality. Therefore,

‖f‖H∗ ≤ HL‖f‖ 2N
N+2s

≤ HL|Ω|
N+2s
2N

− 1
1+m ‖f‖1+m .

Now, we derive in time the H∗-norm of the solution u(t) and we apply the estimate above,

d

dt

ˆ

Ω
uL−1udx = −2

ˆ

Ω
u1+m dx ≤ −2 (cΩHL)

−(1+m)

(
ˆ

Ω
uL−1udx

)1+m
2

.

The lower estimate follows from integrating on [t,T] the ODE for ‖u(t)‖H∗ .

5 Existence and uniqueness

In this section, we prove the existence and uniqueness of MWDS. For this, in the first section, we prove
the existence of GF solutions, adapting to our setting the celebrated theorem of Brezis-Komura [20, 44].
This class of solutions enjoys useful properties and we use them to build a monotone approximating
sequence, needed to build the MWDS. In Section 5.2, we prove the time monotonicity of the norm and
the fact that GF solutions are strong in L1

Φ1
(Ω), and we also give a explicit bound for ‖∂tu‖L1

Φ1
(Ω).

Then, we use the strong formulation of the problem to prove the T-contractivity in L1
Φ1
(Ω). In Section

5.3, we prove that nonnegative GF solutions are indeed WDS. Finally, in Section 5.4 we give the proof
of Theorem 2.5, and in Section 5.5 we prove Theorem 2.7.

5.1 Proof of Theorem 2.3. Existence of GF solutions

In order to obtain existence of solutions of (CDP), we shall adapt the Brezis-Komura Theorem to our
H∗(Ω) setting. We recall that the energy functional is defined as

E(u) =

{
1

m+1

´

Ω |u|m+1 dx if u ∈ Lm+1(Ω) ,

+∞ otherwise .

First, let us check if conditions to apply Brezis-Komura Theorem are satisfied, i.e. if the functional
E(u) is convex and lower semicontinuous in H∗(Ω).

Lemma 5.1. The functional E(u) is convex and lower semicontinuous in H∗(Ω).

We prove the above lemma in Section 6.2. This is enough to prove Theorem 2.3, indeed:

Proof of Theorem 2.3. Once we know by Lemma 5.1 that E is convex and lower semicontinuous in
H∗(Ω), the rest of the proof follows as in Theorem 2.2 of [15], which is the adaptation to our setting
of the proof of Brezis [20] for the classical H−1 case. See also [2].
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5.2 Time Monotonicity and L
1
Φ1
-contractivity

In this section, we prove the Benilan-Crandall estimates, i.e. the time monotonicity of solutions.
We shall also see that nonnegative GF solutions are strong in L1

Φ1
(Ω), and we show different L1

Φ1
-

contractivity of solutions. All these properties hold for GF solutions, this makes them a very good
choice to build the approximating sequence needed to construct the MWDS, that will inherit most of
these properties.

In order to prove that GF solutions are strong in L1
Φ1
(Ω) we need the following theorem of Benilan

and Gariepy [5], that we restate here in our notations:

Theorem 5.2 (Theorem 1.1 of [5]). Let w = u
1+m

2 ∈W 1,1((0, T ) : L1
Φ1
(Ω)), p(r) = 2

1+mr
1−m
1+m and

v =

ˆ w

0
p(r)dr ∈ BV ((0, T ) : L1

Φ1
(Ω)),

where BV is the class of functions of bounded variation. Then v ∈ W 1,1((0, T ) : L1
Φ1
(Ω)) and the

chain rule holds for the time derivative:

∂tv(t) = p(w(t))∂tw(t) = ∂tu(t)

We recall that u ∈ L1
Φ1
(Ω) is a BV function if its distributional derivative ∂tu can be represented by

a finite Radon measure. In our case, the distributional derivative ∂tu must be a Radon measure, as
the limit of incremental quotients of u that are uniformly bounded in L1

Φ1
(Ω). Our purpose is to prove

that, indeed, this limit is in ∂tu is a function of L1
Φ1
(Ω).

The following result holds for the whole class of nonnegative WDS, and will be essential later.

Lemma 5.3. Let 0 ≤ u ≤ v be two ordered WDS of (CDP) with initial data 0 ≤ u0 ≤ v0. Then, for
all 0 ≤ t0 ≤ t1 <∞, the following property holds

ˆ

Ω
[v(t1)− u(t1)]Φ1 dx ≤

ˆ

Ω
[v(t0)− u(t0)]Φ1 dx

Proof. We apply the weak formulation (WDS) to the difference v−u, using the admisible test function
ψn = Φ1 · χn, where χn is the same as in (6.4). Then, the left-hand side of the equality (WDS) reads

ˆ T

0

ˆ

Ω
L−1(v − u)∂tψn dxdt =

ˆ T

0

ˆ

Ω
(v − u)∂tχnL

−1Φ1 dxdt

n→∞
−−−→ λ−1

1

ˆ

Ω

[
(v(t0)− u(t0))− (v(t1)− u(t1))

]
Φ1 dx

As for the other side of the equality, we have

ˆ T

0

ˆ

Ω
L−1(v − u)∂tψn dxdt =

ˆ T

0

ˆ

Ω
(vm − um)ψn dxdt

n→∞
−−−→

ˆ t1

t0

ˆ

Ω
(vm − um)Φ1 dxdt ≥ 0 ,

since u ≤ v implies um ≤ vm whenever m > 0, and this proves the lemma.

The proofs of the next results, Lemmata 5.4, 5.5 and 5.6, follow the ideas in [4, 5], adapted in [53] to
the case of the RFL on R

N and on domains. However we offer few interesting twists and variants.
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Lemma 5.4 (Time Monotonicity). Let u be a GF solution to (CDP), then

ut ≤
u

(1−m) t
, (5.1)

in the sense of distributions. This is the weak formulation of the fact that t 7→ t−
1

1−m u is non increasing
on t for a.e. x ∈ Ω.

We will adapt the classical proof of [4] for the L1 case, see also [63].

Proof. First of all, notice that GF solutions satisfy T-contractivity property in H∗, hence, given two
ordered solutions u ≤ v, we have that for every 0 ≤ t0 ≤ t1 ≤ ∞,

0 ≤ ‖(u(t1)− v(t1))+‖L1
Φ1

(Ω) ≤ λ
1/2
1 ‖(u(t1)− v(t1))+‖H∗(Ω) ≤ λ

1/2
1 ‖(u(t0)− v(t0))+‖H∗(Ω) = 0,

which implies comparison in L1
Φ1
(Ω) and, particularly, almost everywhere in Ω.

Consider the rescaled function
uλ(t, x) = λ−

1
1−mu(λt, x),

which is also a solution of (CDP). Now, for a fixed t, let us choose λ = t+h
t with h ≥ 0 and observe

that, λ ≥ 1 and λ−
1

1−m ≤ 1, hence, uλ(0) ≤ u0 and uλ(t) ≤ u(t) by comparison. Then,

u(t+ h, x)− u(t, x)

h
=

1

h

[(
t+ h

t

) 1
1−m

uλ(t, x)− uλ(t, x)

]

+
uλ(t, x)− u(t, x)

h

≤
(t+ h)

1
1−m − t

1
1−m

h

uλ(t, x)

t
1

1−m

.

(5.2)

The above formula has to be intended in the distributional sense. Since we know by Theorem 2.3
that GF solutions are H∗-strong, namely t ∂tu ∈ L∞((0, T ) : H∗(Ω)), this implies convergence of the
right-hand side to the distributional time derivative ∂tu as h→ 0+, and concludes the proof.

Lemma 5.5. Let u be a GF solution of (CDP), then ∂tu
1+m

2 ∈ L2
loc((0, T ) : L2(Ω)), more precisely,

we have that for all 0 < t0 < t1 < T

‖∂tu
1+m

2 ‖2L2((t0,t1):L2(Ω)) ≤
c(1 +m)‖u(t0/2)‖

2
H∗(Ω)

4m2

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

. (5.3)

Moreover, we recall that the bound is uniform in t0 ≥ 0, since ‖u(t0/2)‖
2
H∗(Ω) ≤ ‖u0‖

2
H∗(Ω).

Proof. We follow the strategy of Lemma 8.1. of [54] who, in turn, give a generalized result of the the
original one in [5]. We would like to use ξ(t)∂tu

m(t, x) as test function in the H∗(Ω) formulation of
the problem (see (5.8)), where ξ(t) ∈ C∞

c (0,∞). However, a priori we do not know if ∂tu
m(t, x) is

sufficiently regular for this purpose so, following the idea in [5], we will use the Steklov averages.

For any g ∈ L1
loc(R) we define the Steklov average as

gh(t, x) =
1

h

ˆ t+h

t
g(τ, x) dτ, so that ∂tg

h(t, x) =
g(t+ h, x)− g(t+ h, x)

h
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We already know that a GF solution satisfies the equation pointwise in the H∗(Ω) sense and, conse-
quently, so does its Steklov average, i.e. for every t ∈ (0, T )

∂tu
h = −L[(um)h] a.e. in Ω

with ∂tu
h,L[(um)h] ∈ H∗(Ω). Now, we multiply the above equation by a suitable test function ψ and

we integrate in time and space to get the following expression

ˆ T

0

ˆ

Ω
uht ψ dxdt = −

ˆ T

0

ˆ

Ω
L(um)hψ dxdt ∀ψ ∈ C1

c ([0, T ],H(Ω)).

At this point, notice that ∂t(u
m)h has the same regularity as um, namely, by Lemma 3.7 we have that

um ∈ H(Ω) so, therefore, we can take ψ = ξ∂t(u
m)h as test function in the equation above, where

ξ ∈ C∞
c ((t0/2, T )), 0 ≤ ξ ≤ 1 and ξ = 1 ∈ [t0, t1] for 0 ≤ t0 ≤ t1 ≤ T . Since everything is well defined

now, the following computation holds

ˆ T

0

ˆ

Ω
∂t(u

h)∂t(u
m)hξ dxdt = −

1

2

ˆ T

0

ˆ

Ω
ξ
∂

∂t
|L1/2[(um)h]|2 dxdt =

1

2

ˆ T

0

ˆ

Ω
∂tξ |L

1/2[(um)h]|2 dxdt,

Then, we apply numerical inequality (6.4) on the left hand side to get

∂t(u
h)∂t(u

m)h =
1

h2
[u(t+ h)− u(t)] [um(t+ h)− u(t)m] ≥

4m

(1 +m)2
1

h2

[

u
1+m

2 (t+ h)− u(t)
1+m

2

]2

=
4m

(1 +m)2
|∂t(u

1+m
2 )h|2.

Now, notice that ‖∂tξ‖L∞( t0
2
,t1) ≤ c( 2

t0
+ 1

T−t1
) for every t0 < t1 in (0, T ), so we compute

ˆ t1

t0

ˆ

Ω
|∂t(u

1+m
2 )h|2 dxdt ≤

(1 +m)2

8m
‖∂tξ‖L∞(

t0
2
,t1)

ˆ t1

t0/2

ˆ

Ω
∂t |L

1/2[(um)h]|2 dxdt

=
(1 +m)2

8m
‖∂tξ‖L∞(

t0
2
,t1)

1

h2

ˆ t1

t0/2

ˆ t+h

t

ˆ t+h

t

ˆ

Ω
um(τ)Lum(ζ) dxdτdζ dt

≤
(1 +m)2

8m
‖∂tξ‖L∞(

t0
2
,t1)

1

h2

ˆ t1

t0/2

ˆ t+h

t

ˆ t+h

t
‖u(τ)m‖H(Ω)‖u(ζ)

m‖H(Ω) dτdζ dt

≤
(1 +m)2

8m
‖∂tξ‖L∞(

t0
2
,t1)

ˆ t1

t0/2

2

m(1 +m)

‖u(t0/2)‖
2
H∗(Ω)

t2
dt

≤
c(1 +m)‖u(t0/2)‖

2
H∗(Ω)

4m2

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

,

where we have used Cauchy-Schwarz inequality, in the third line, and Lemma 3.7. Finally, the result
follows by taking the limit as h→ 0 on the left hand side and using Fatou’s Lemma.

Lemma 5.6. Let u ∈ H∗(Ω) be a GF solution to the problem (CDP) with initial data 0 ≤ u0 ∈ H∗(Ω).
Then, u is a strong solution in L1

Φ1
(Ω) and for every t ∈ (0, T ),

‖∂tu‖L1
Φ1

(Ω) ≤
2‖u0‖L1

Φ1
(Ω)

(1−m) t
≤

2λ
1/2
1 ‖u0‖H∗(Ω)

(1−m) t
.
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We will adapt the classical proof of [4] for the L1 case, see also [63]. The main difference in the L1
Φ1

case, is that we will only use the “half” contractivity for ordered solutions of Lemma 5.3, instead of
the full contractivity as in original proof of [4].

Proof. We follow the same idea of the proof of Lemma 5.4 to get

1

h
‖u(t+ h)− u(t)‖L1

Φ1
(Ω) ≤

1

h

∣
∣
∣
∣
∣

(
t+ h

t

) 1
1−m

− 1

∣
∣
∣
∣
∣
‖uλ(t)‖L1

Φ1
(Ω) +

1

h
‖uλ(t)− u(t)‖L1

Φ1
(Ω) .

Here, using Lemma 5.3 and the decay of L1
Φ1
(Ω)-norm we arrive to

1

h
‖u(t+ h)− u(t)‖L1

Φ1
(Ω) ≤

1

h

∣
∣
∣
∣
∣

(
t+ h

t

) 1
1−m

− 1

∣
∣
∣
∣
∣
‖uλ,0‖L1

Φ1
(Ω) +

1

h
‖uλ,0 − u0‖L1

Φ1
(Ω) .

Then, passing to the limit as in (5.4) we get that the time increments are bounded in L1
Φ1
(Ω),

lim
h→0

ˆ

Ω

∣
∣
∣
∣

u(t+ h, x)− u(t, x)

h

∣
∣
∣
∣
Φ1 dx ≤

2‖u0‖L1
Φ1

(Ω)

(1−m) t
≤

2λ
1/2
1 ‖u0‖H∗(Ω)

(1−m) t
, (5.4)

by (2.8), thus, we have that u ∈ BV ((0, T ), L1
Φ1

(Ω)). With this and Lemma 5.5, applying Theorem 5.2
with v = u, we conclude that ∂tu ∈ L1

Φ1
(Ω).

The above result implies that the equation is satisfied pointwise as functions of L1
Φ1
(Ω). We use this

fact to prove the following proposition:

Proposition 5.7 (T-contractivity in L1
Φ1
). Let u and v be two GF solutions of (CDP) with initial

data u0, v0 ∈ H∗(Ω). Then, for all 0 ≤ t0 ≤ t1 <∞ we have the following property
ˆ

Ω
[u(t1)− v(t1)]±Φ1 dx ≤

ˆ

Ω
[u(t0)− v(t0)]±Φ1 dx

Notice that T-contractivity implies usual contractivity, ‖u(t1)− v(t1)‖L1
Φ1

(Ω) ≤ ‖u(t0)− v(t0)‖L1
Φ1

(Ω).

Proof. It is sufficient to prove the result for [ · ]+, the case of [ · ]− being completely analogous. We start
from the strong formulation of (CDP). Let us multiply the equation by

ψ(t, x) = sign+(u− v)Φ1χ[t0,t1](t)

and integrate in time and space. Then, notice that on one hand
ˆ T

0

ˆ

Ω
(∂tu− ∂tv)ψ dxdt = −

ˆ T

0

ˆ

Ω
(u− v) ∂t

(
sign+(u− v)χ[t0,t1]

)
Φ1 dxdt

= −

ˆ

Ω
[u(t0)− v(t0)]+Φdx+

ˆ

Ω
[u(t1)− v(t1)]+Φ1 dx .

On the other hand, we compute
ˆ T

0

ˆ

Ω
(∂tu− ∂tv)ψ dxdt =

ˆ T

0

ˆ

Ω
−L(um − vm)ψ dxdt = −

ˆ t1

t0

ˆ

Ω
L(um − vm)sign+(u− v)Φ1 dxdt

≤ −

ˆ t1

t0

ˆ

Ω
L
(
[um − vm]+

)
Φ1 dxdt = −λ1

ˆ t1

t0

ˆ

Ω
[um − vm]+Φ1 dxdt ≤ 0

where we have used Kato inequality (6.2) for the convex function [ · ]+.
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5.3 Nonnegative GF solutions are WDS

In this Section, we prove a technical fact needed in Section 5.4, in the proof of the existence of WDS,
Theorem 2.5. We will show in Lemma 5.9, that GF solutions, in the sense of Def. 2.2, satisfy a suitable
weak formulation, that characterizes an “intermediate” class of solutions that we will call H∗-solutions.
Finally, Proposition 5.11, shows that nonnegative H∗-solutions are WDS.

We need to introduce an intermediate concept of solution, a weak formulation suitable for GF solutions.

Definition 5.8. (H∗-solutions). u ∈ C([0, T ] : H∗(Ω)) is an H∗-solution of (CDP) if um ∈ L1([0, T ] :
H(Ω)) such that

ˆ T

0

ˆ

Ω
uψt dxdt =

ˆ T

0

ˆ

Ω
umLψ dxdt ∀ψ ∈ C1

c ([0, T ],H(Ω))

or equivalently,

ˆ T

0

ˆ

Ω
u∂t(L

−1ϕ) dxdt =

ˆ T

0

ˆ

Ω
umϕdxdt ∀ϕ ∈ C1

c ([0, T ],H
∗(Ω))

Notice that both statements are equivalent due to the fact that L is an isomorphism between H(Ω)
and H∗(Ω), as remarked in [15] where this concept of solutions has been previously introduced.

We show next that GF solutions satisfy the H∗(Ω) formulation, which constitutes the link between
the two important class of solutions of the paper, i.e. GF and WDS.

Lemma 5.9. Let u ∈ ACloc((0,∞);H∗(Ω)) be a GF solution of (CDP) given by Theorem 2.3, then,
it is an H∗-solution.

Proof. Let ǫ ∈ R \ {0} and ϕ ∈ C1
c ([0, T ],H

∗(Ω)), then, from the definition of gradient flow and
subdifferential we have that

E(u+ ǫϕ) ≥ E(u) + ǫ〈−ut, ϕ〉H∗×H∗ a.e. in t ∈ (0,∞), for all ϕ ∈ C1
c ([0, T ],H

∗(Ω)).

Now, if we compute the taylor expansion of |u+ ǫϕ|m+1 around u we get

ǫ

ˆ

Ω
|u|m−1uϕdx+ o(ǫ) ≥ −ǫ

ˆ

Ω
utL

−1ϕdx.

Here, we divide by ǫ and reparing to the fact that ǫ can be either positive and negative, we find
ˆ

Ω
|u|m−1uϕdx = −

ˆ

Ω
utL

−1ϕdx a.e. in t ∈ (0,∞), for all ϕ ∈ C1
c ([0, T ],H

∗(Ω)).

with ut ∈ H∗(Ω) and therefore |u|m−1u ∈ H(Ω). As x : (0,∞) → D(E) ⊂ H∗ is absolutely continuous
we have that ut, |u|

m−1u ∈ L1((0, T );H∗). Finally, since L is an isomorphism between H and H∗ we
have that ϕ = Lψ for ψ ∈ H, so integrating by parts in time we get

ˆ T

0

ˆ

Ω
|u|m−1uLψ dxdt =

ˆ T

0

ˆ

Ω
uψt dxdt for all ψ ∈ C1

c ([0, T ],H(Ω)).

Hence u is a H∗ solution.
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Lemma 5.10. Let u be a nonnegative GF solution with u0 ∈ L1
Φ1
(Ω). Then, for every t1 ≥ t0 ≥ 0 we

have

0 ≤

ˆ

Ω
(u(t0)− u(t1))Φ1 dx ≤ cm‖u0‖

m
L1
Φ1

(Ω)(t1 − t0) , (5.5)

with cm = λ1‖Φ1‖
1−m
1 . Moreover, letting T = T (u0) be the extinction time, we get

‖u(t)‖L1
Φ1

(Ω) ≤ c1(T − t)
1

1−m (5.6)

Proof. Let us derive the L1
Φ1
-norm of the solution and use Hölder inequality,

d

dt

ˆ

Ω
u(t)Φ1 dx = −

ˆ

Ω
LumΦ1 dx = −λ1

ˆ

Ω
umΦ1 dx ≥ −λ1‖Φ1‖

1−m
1

(
ˆ

Ω
u(t)Φ1 dx

)m

. (5.7)

We apply the decay of L1
Φ1
(Ω) on the right hand side and we integrate in (t0, t1) to get

‖u(t1)‖L1
Φ1

(Ω) − ‖u(t0)‖L1
Φ1

(Ω) ≥ −λ1‖Φ1‖
1−m
1 ‖u0‖

m
L1
Φ1

(Ω)(t1 − t0)

(5.5) follows by the nonnegativity of u(t). For the extinction rate, we just inetgrate (5.7) on [t, T ].

Proposition 5.11 (Nonnegative GF solutions are WDS). Let u be a GF solution of (CDP) with initial
datum 0 ≤ u0 ∈ H∗(Ω) . Then, u(t) is a WDS, according to Definition 2.1.

Proof. By Lemma (5.9), we have that u(t) is a H∗ solution. Therefore, let us prove that the set of test
functions in H∗ solutions is bigger than in the case of weak dual solution. Since ‖Φ1‖L2 = 1, we have

‖ψ‖2H∗(Ω) =

ˆ

Ω
ψL−1ψ dx ≤ λ−1

1 ‖ψ/Φ‖2∞.

Moreover, by (2.8) we have that non negative solutions in H∗ are indeed in the natural space for WDS:

‖u‖L1
Φ1

(Ω) ≤ λ
1/2
1 ‖u‖H∗(Ω).

Then, we have to verify that the next equality is true

ˆ T

0

ˆ

Ω
u∂t(L

−1ψ) dxdt =

ˆ T

0

ˆ

Ω
L−1u∂t(ψ) dxdt ∀ψ/Φ1 ∈ C

1
c ([0, T ], L

∞(Ω)). (5.8)

Indeed, we have

‖∂tψ‖
2
H∗(Ω) =

ˆ

Ω
∂tψL

−1(∂ψ) dx ≤ ‖∂tψ/Φ1‖∞

ˆ

Ω
Φ1L

−1(∂tψ) dx ≤ λ−1
1 ‖∂tψ/Φ1‖

2
∞,

and (5.8) holds. It remains to prove that u ∈ C((0, T ] : L1
Φ1
(Ω)). From the time monotonicity of

Lemma 5.4, we deduce that

u(t1)− u(t0) ≤

(

1−

(
t0
t1

) 1
1−m

)

u(t1) ∀t1 ≥ t0 > 0 and a.e. x ∈ Ω ,
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and hence we have the following estimate for the positive part,

[u(t1)− u(t0)]+ ≤
t

1
1−m

1 − t
1

1−m

0

t
1

1−m

1

u(t1) ∀t1 ≥ t0 > 0 and a.e. x ∈ Ω . (5.9)

Recalling that |f | = 2[f ]+ − f for any function, let us bound ‖u(t1)− u(t0)‖L1
Φ1

(Ω) as follows

‖u(t1)− u(t0)‖L1
Φ1

(Ω) = 2

ˆ

Ω
[u(t1)− u(t0)]+Φ1 dx−

ˆ

Ω
(u(t1)− u(t0))Φ1 dx (5.10)

≤
t

1
1−m

1 − t
1

1−m

0

t
1

1−m

1

ˆ

Ω
u(t1)Φ1 dx+ cm‖u0‖

m
L1
Φ1

(Ω)(t1 − t0) , (5.11)

where we have used (5.9) and Lemma 5.10 to conclude.

5.4 Proof of Theorem 2.5. Existence of nonnegative MWDS

In this section we prove Theorem 2.5 by approximating WDS from below with bounded GF solutions.
We recall the statement of Theorem 2.5 for the reader’s convenience:

For every 0 ≤ u0 ∈ L1
Φ1
(Ω) there exist a unique MWDS u ∈ C((0, T ], L1

Φ1
(Ω)) of (CDP) such that

lim
t→0+

‖u(t)− u0‖L1
Φ1

(Ω) = 0 and lim
h→0+

∥
∥
∥
∥

u(t+ h)− u(t)

h

∥
∥
∥
∥
L1
Φ1

(Ω)

≤
2‖u0‖L1

Φ1
(Ω)

(1−m) t
.

Moreover, the T-contraction estimates hold: let 0 ≤ u0, v0 ∈ L1
Φ1
(Ω) and u(t), v(t) be the corresponding

MWDS, then, for all t ≥ 0 we have

‖(u(t) − v(t))±‖L1
Φ1

(Ω) ≤ ‖(u0 − v0)±‖L1
Φ1

(Ω) . (5.12)

Proof of Theorem 2.5. The proof is divided into several steps.

• Step 1. Existence of the minimal limit solution.. We approximate 0 ≤ u0 ∈ L1
Φ1
(Ω) from below with

the non-decreasing and bounded sequence 0 ≤ u0,n = u0 ∧ n ∈ L∞(Ω). Recall that the integrability of
GΩ implies that L∞(Ω) ⊂ H∗(Ω), therefore u0,n ∈ H∗(Ω) for all n ≥ 1. By monotone convergence, we
have that u0,n → u0 in the strong L1

Φ1
topology, namely

0 ≤ ‖u0 − u0,n‖L1
Φ1

(Ω) =

ˆ

Ω
(u0 − u0,n)Φ1 dx

n→+∞
−−−−−→ 0 . (5.13)

Now, we are in the position to apply Theorem 2.3 which provides us the existence of the nonnegative
GF solution un(t) in H∗(Ω) starting at u0,n. Since the L∞ norm is non-increasing in time (just let
p → ∞ in (4.2)), we know that un(t) ∈ L∞(Ω). Next, Lemma 5.11 tells us that un is also a WDS
corresponding to the initial datum u0,n ∈ L∞(Ω). Finally, since GF solutions satisfy the comparison
principle, we have that un(t, x) ≤ un+1(t, x) for a.e. (t, x) ∈ (0,∞) ×Ω .

Since for any fixed t > 0 and a.e. x ∈ Ω the sequence un(t, x) is monotone increasing in n, the limit
exists (can be +∞) and we can define our candidate limit solution as follows

u(t, x) := lim inf
n→∞

un(t, x) for a.e. (t, x) ∈ (0,∞) × Ω .
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We shall see that this limit solution defines a continuous path in t 7→ u(t) ∈ L1
Φ1
(Ω) .

Convergence in L1
Φ1
. Notice that for all t > 0 we have that (take k > n so that uk ≥ un)

‖u(t)− un(t)‖L1
Φ1

(Ω) ≤ lim inf
k→∞

‖uk(t)− un(t)‖L1
Φ1

(Ω)

≤ lim inf
k→∞

‖uk(0)− un(0)‖L1
Φ1

(Ω) = ‖u0 − u0,n‖L1
Φ1

(Ω)
n→+∞
−−−−−→ 0 .

(5.14)

where the first inequality follows by Fatou’s lemma, in the second step we have used the L1
Φ1

contraction
for ordered WDS, and finally that u0,n and uk(0) = u0,k tend to u0 strongly in L1

Φ1
(Ω) by (5.13) .

• Step 2. u ∈ C((0, T ], L1
Φ1

(Ω)). By Proposition 5.11, we know that un ∈ C((0, T ] : L1
Φ1
(Ω)), indeed,

by (5.10) and the decay of ‖un(t)‖L1
Φ1

(Ω), we have that for every 0 < t0 ≤ t1 ≤ T

‖un(t1)− un(t0)‖L1
Φ1

(Ω) ≤
t

1
1−m

1 − t
1

1−m

0

t
1

1−m

1

‖u0,n‖L1
Φ1

(Ω) + cm(t1 − t0)
1

1−m .

Then, since u0,n → u0 strongly in L1
Φ1
(Ω) as explained in Step 1, we have that by Fatou’s Lemma

‖u(t1)−u(t0)‖L1
Φ1

(Ω) ≤ lim
n→∞

‖un(t1)−un(t0)‖L1
Φ1

(Ω) ≤
t

1
1−m

1 − t
1

1−m

0

t
1

1−m

1

‖u0‖L1
Φ1

(Ω)+cm(t1−t0)
1

1−m , (5.15)

hence u ∈ C((0, T ], L1
Φ1

(Ω)) as desired. Notice that the above estimate just gives uniform boundedness
of the limiting Radon measure when t0 = 0, and it is not sufficient to conclude continuity on [0, T ].

• Step 3. The limit solution is a WDS. Let us prove that the limit solution u constructed above is a
WDS in the sense of Definition 2.1. Indeed, we shall show that satisfies the weak formulation (WDS),
which amounts to check that

lim
n→∞

∣
∣
∣
∣

ˆ T

0

ˆ

Ω
L−1(u− un) ∂tψ dxdt

∣
∣
∣
∣

︸ ︷︷ ︸

(I)

= lim
n→∞

∣
∣
∣
∣

ˆ T

0

ˆ

Ω
(um − umn )ψ dxdt

∣
∣
∣
∣

︸ ︷︷ ︸

(II)

= 0

First, notice that (I) vanishes as n→ ∞ as a consequence of (5.14)

(I) ≤

∥
∥
∥
∥

∂tψ

Φ1

∥
∥
∥
∥
∞

∣
∣
∣
∣

ˆ T

0

ˆ

Ω
L−1(u− un)Φ1 dxdt

∣
∣
∣
∣
≤ λ−1

1

∥
∥
∥
∥

∂tψ

Φ1

∥
∥
∥
∥
∞

ˆ T

0

ˆ

Ω
(u(t)− un(t))Φ1 dxdt

n→+∞
−−−−−→ 0 .

On the other hand, by Proposition 5.7, we have that following the same argument as for (I),

(II) ≤

∥
∥
∥
∥

ψ

Φ1

∥
∥
∥
∥
∞

ˆ T

0

ˆ

Ω
(um − umn )Φ1 dxdt ≤

∥
∥
∥
∥

ψ

Φ1

∥
∥
∥
∥
∞

ˆ T

0

ˆ

Ω
(u− un)

mΦ1 dxdt

≤

∥
∥
∥
∥

ψ

Φ1

∥
∥
∥
∥
∞

‖Φ1‖
1−m
1

ˆ T

0

(
ˆ

Ω
(u(t)− un(t))Φ1 dx

)m

dt
n→+∞
−−−−−→ 0 . .

Hence u ∈ C((0, T ], L1
Φ1

(Ω)) is a MWDS.

• Step 4. The initial datum is taken strongly in L1
Φ1
. Once we have shown that our limit solution is a

WDS according to Definition 2.1, we need to show that it takes the initial datum strongly in L1
Φ1
, that
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is u ∈ C([0, T ], L1
Φ1

(Ω)) and limt→0+ ‖u(t)−u0‖L1
Φ1

= 0 . Actually it is enough to check the latter which

in turn implies the L1
Φ1
-continuity at zero. This is the most delicate and technical part of the proof.

We shall explain the main scheme below, then prove the different claims separately, in sub-steps.

We shall first prove that for all t > 0 we have the uniform bound

0 ≤

ˆ

Ω
u(t)Φ1 dx ≤

ˆ

Ω
u0Φ1 dx . (5.16)

We can identify the sequence of integrable functions u(t)Φ1 with the sequence of nonnegative Radon
measures µ(t) := u(t)Φ1, which is uniformly bounded as t → 0+ by (5.16) hence weak∗ convergent to
a nonnegative Radon measure µ0, more precisely, for all ϕ ∈ C0

c (Ω) we have

0 ≤ lim
t→0+

ˆ

Ω
u(t)Φ1ψ dx =

ˆ

Ω
µ0ψ dx for all ψ ∈ C0

c (Ω) . (5.17)

Next, we show that u(t) → u0 almost everywhere in Ω as t → 0+. However, this would just prove that
the absolutely continuous part of µ0 is u0Φ1. Indeed, the weak∗ convergence is not enough to exclude
that µ0 has a non-trivial singular part concentrated at the boundary ∂Ω (which has zero N -dimensional
Lebesgue measure). To avoid this, we shall prove that µ(t) → µ0 in the narrow sense, namely that

0 ≤ lim
t→0+

ˆ

Ω
u(t)Φ1ψ dx =

ˆ

Ω
µ0ψ dx for all ψ ∈ BC(Ω) , (5.18)

where BC(Ω) is the space of bounded continuous functions in Ω. We know that the narrow convergence
is equivalent to the weak∗ convergence plus the following condition (convergence with ψ = 1)

lim
t→0+

〈µ(t), 1〉 = lim
t→0+

ˆ

Ω
u(t)Φ1 dx =

ˆ

Ω
µ0 dx = 〈µ0, 1〉 (5.19)

See for instance Proposition 10.11 of [69]. This follows by the fact that if µ is finite Radon measure,
then BC(Ω) ⊂ L1

µ(Ω) and

‖µ‖ = sup
ϕ∈BC(Ω)

|〈µ,ϕ〉|

‖ϕ‖∞
= 〈µ, 1〉 ,

see e.g. Proposition 10.9 of [69]. We shall next prove that

‖µ‖ = 〈µ0, 1〉 =

ˆ

Ω
µ0 dx =

ˆ

Ω
u0Φ1 dx . (5.20)

that allows to conclude that µ0 = u0Φ1, i.e. µ0 has trivial singular part, using concentration compact-
ness in the form of Theorem 10.40 of [69]. We have a sequence u(t)Φ1 which is uniformly bounded in
L1(Ω) by (5.16), and u(t)Φ1 → u0Φ1 almost everywhere in Ω as t→ 0+, and there exists a nonnegative

Radon measure ν0 such that |u(t)− u0|Φ1
t→0+

−−−−→
narrow

ν0 that is

ˆ

Ω
|u(t)− u0|Φ1ψ dx

t→0+
−−−→ 〈ν0, ψ〉 for all ψ ∈ BC(Ω) . (5.21)

Under this three conditions we know by Theorem 10.40 of [69] that

lim sup
t→0

‖u(t)‖L1
Φ1

= ‖u0‖L1
Φ1

+ ‖ν0‖ , (5.22)

43



where ‖ν0‖ is the total variation, the natural norm on the space of Radon measures as dual of C0
0 (Ω)

with the uniform topology. Indeed we will show that

ˆ

Ω
|u(t)− u0|Φ1 dx

t→0+
−−−→ 0 (5.23)

this will guarantee that both u(t)Φ1 → u0Φ1 almost everywhere in Ω as t → 0+ and (5.21) hold with
ν0 ≡ 0. This will prove that limt→0+ ‖u(t)− u0‖L1

Φ1
= 0 , and conclude the proof of Step 4.

We shall prove the intermediate results in the following sub-steps.

◦ Step 4.a. Uniform L1
Φ1

bounds as t→ 0+. Existence of a Radon measure as initial trace. We shall
prove inequality (5.16). Let us consider the non-decreasing approximating sequence uk of GF solutions
constructed in Step 1, and let k > n, then we have

∣
∣
∣
∣

d

dt

ˆ

Ω
(uk − un)Φ1 dx

∣
∣
∣
∣
= λ1

∣
∣
∣
∣

ˆ

Ω
(umk − umn )Φ1 dx

∣
∣
∣
∣
≤ 2λ1‖Φ1‖

1−m
1 ‖u0‖

m
L1
Φ1

(Ω),

where we have used the decay of L1
Φ1
(Ω) norm and the monotonicity of u0,n on the right hand side.

Then, integrating the whole expression in [t0, t1] we get that

∣
∣
∣
∣

ˆ

Ω
[uk(t1)− un(t1)]Φ1 dx−

ˆ

Ω
[uk(t0)− un(t0)]Φ1 dx

∣
∣
∣
∣
≤ 2λ1‖u0‖

m
L1
Φ1(Ω)

(t1 − t0),

or equivalently,

ˆ

Ω
[uk(t1)− un(t1)]Φ1 dx− c0(t1 − t0) ≤

ˆ

Ω
[uk(t0)− un(t0)]Φ1 dx

≤

ˆ

Ω
[uk(t1)− un(t1)]Φ1 dx+ c0(t1 − t0)

(5.24)

where c0 = 2λ1‖Φ1‖
1−m
1 ‖u0‖

m
L1
Φ1

(Ω)
. Notice that, a priori, we do not know what happens to u(t) when

t→ 0+. However, the decay of L1
Φ1
(Ω) norm and the monotonicity of u0,n, imply that for all t > 0

ˆ

Ω
u(t)Φ1 dx ≤ lim inf

n→∞

ˆ

Ω
un(t)Φ1 dx ≤ ‖u0‖L1

Φ1
(Ω) ,

where we have used Fatou’s Lemma. This gives the uniform bound (5.16), hence by weak∗ compactness
the existence of a nonnegative Radon measure µ0 as initial trace, and (5.17) holds.

◦ Step 4.b. Convergence in the narrow topology. We have to show that (5.18) holds, and as discussed
above this amounts to prove (5.17) (proven in Step 4.A) and (5.19) that we shall prove here.

Let us consider the non-decreasing approximating sequence un of GF solutions built in Step 1, so
that, by construction, we have

ˆ

Ω
un,0Φ1 dx = lim

t→0+

ˆ

Ω
un(t)Φ1 dx ≤ lim

t→0+

ˆ

Ω
lim inf
n→∞

un(t)Φ1 dx = lim
t→0+

ˆ

Ω
u(t)Φ1 dx =

ˆ

Ω
µ0 dx,

and thus for all n ≥ 0
ˆ

Ω
un,0Φ1 dx ≤

ˆ

u0Φ1 dx ≤

ˆ

µ0 dx .

44



Since u0,k → u0 strongly in L1
Φ1
(Ω), taking the limits in inequality (5.24) first as k → ∞ and then as

t0 → 0+, we obtain for all t1 > 0

0 ≤

ˆ

Ω
[µ0 − u0,nΦ1] dx ≤

ˆ

Ω
[u(t1)− un(t1)Φ1] dx+ ct1.

Next, letting n→ ∞ we obtain

0 ≤

ˆ

Ω
(µ0 − u0Φ1) dx ≤ ct1 and lim

t1→0

ˆ

Ω
(µ0 − u0Φ1) dx = 0

which finally implies both (5.19) and (5.20), i.e.

lim
t→0+

ˆ

Ω
u(t)Φ1 dx =

ˆ

Ω
µ0 dx and

ˆ

Ω
µ0 dx =

ˆ

Ω
u0Φ1 dx .

Hence we have proven (5.18).

◦ Step 4.c. Almost everywhere and narrow convergence of |u(t) − u0|Φ1. To prove the remaining
claims it will be sufficient to prove that

lim
t→0+

ˆ

|u(t)− u0|Φ1 dx = 0 (5.25)

This will imply both that u(t) → u0 almost everywhere in Ω as t → 0+ and |u(t) − u0|Φ1
t→0+

−−−−→
narrow

ν0,

indeed for all ψ ∈ BC(Ω) the limit (5.25) implies

0 ≤ lim
t→0+

ˆ

|u(t)− u0|Φ1ψ dx ≤ ‖ψ‖∞ lim
t→0+

ˆ

|u(t)− u0|Φ1 dx = 0

and allows us to apply Theorem 10.40 of [69] to conclude that ν0 ≡ 0, as explained above.

It remains to prove (5.25). Following the ideas of [19] Section 9, we compute

ˆ

|u(t)−u0|Φ1 dx ≤

ˆ

|u(t)−un(t)|Φ1 dx+

ˆ

|un(t)−un,0|Φ1 dx+

ˆ

|u0,n−u0|Φ1 dx = (I)+(II)+(III).

where un is the non-decreasing approximating sequence of GF solutions built in Step 1. Since un(t) ≤
u(t), by Lemma 5.3 we have that

(I) ≤

ˆ

(u0 − u0,n)Φ1 dx.

In order to pass to the limit in t in (II), we use the Brezis-Lieb Lemma [49, Theorem 1.9], which
requires:

(i) 0 ≤
´

un(t)Φ1 dx < c, for all t > 0

(ii) lim
t→0+

´

un(t)Φ1 dx =
´

Ω un,0Φ1 dx

(iii) lim
t→0+

un(t) = un,0 a.e. x ∈ Ω

Condition (i) is satisfied by L1
Φ1

decay of GF solutions, as in Step 4.a. Condition (ii) is a consequence
of weak convergence to the initial datum in H∗(Ω), as Φ1 ∈ H(Ω). Finally, the third is given by
the fact that C∞

c (Ω) ⊂ H(Ω), i.e. weak∗ convergence in H∗(Ω) implies convergence a.e. in Ω, by a
standard approximation argument with mollifiers. Therefore, since u0,n, u0 ∈ L∞(Ω), (iii) holds. Thus,
by Brezis-Lieb Lemma (II) vanishes when t→ 0+.
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Summing up, we have shown that

lim
t→0

ˆ

|u(t)− u0|Φ1 dx ≤ 2

ˆ

|u0 − u0,n|Φ1 dx
n→+∞
−−−−−→ 0.

hence we have proven (5.25) and concluded the proof of the whole Step 4.

• Step 5. Independence of approximating sequence and uniqueness of MWDS. Let us see that MWDS
do not depend on the particular choice of the approximating sequence, we only require the approximat-
ing sequence to be monotone increasing. We adapt here the proof of Theorem 3.2 of [17] for reader’s
convenience. Let us choose another nonnegative monotone sequence {v0,k} ∈ L∞(Ω) which converges
to u0 from below. Repeating the construction of the previous steps, there exists a weak dual solution
v(t, x) ∈ C

(
[0, T ] : L1

Φ1
(Ω)
)
generated by the GF solutions starting from v0,k. We want to prove that

u = v, i.e. that the minimal weak dual solution is unique. For this, we start by proving that u ≥ v and
then we prove the opposite inequality. First, let us prove that u ≥ v. By Proposition 5.7, we have that

lim
n→∞

ˆ

Ω
[vk − un]+Φ1 ≤ lim

n→∞

ˆ

Ω
[v0,k − u0,n]+Φ1 ≤

ˆ

Ω
[v0,k − u0]+Φ1 = 0,

as v0,k ≤ u0 by construction. This gives that vk ≤ u for all k, so taking the limit we get that v ≤ u.
The opposite inequality follows by changing the roles of u and v.

Remark. Notice that we have proven uniqueness of MWDS, which does not exclude a priori that there
can be other WDS starting from u0 which are not obtained as limit of a nondecreasing sequence of GF
solutions. Strong uniqueness is known so far only for strong WDS solutions, c.f. Theorem 2.7.

• Step 6. T-contractivity for MWDS. Comparison and Contractivity. We approximate again u0 ∈
L1
Φ1
(Ω) by the same sequence as in the uniqueness proof un so by Lemma 5.7 we have that

lim
n→∞

ˆ

Ω
[un(t1)− vn(t1)]±Φ1 ≤ lim

n→∞

ˆ

Ω
[u0,n − v0,n]±Φ1.

The strong L1 convergence of u0,n, v0,n implies that
´

Ω[u0,n − v0,n]+Φ1 →
´

Ω[u0 − v0]+Φ1, and Fatou’s
Lemma applied on the left-hand side allow to conclude. Consequently, we have contractivity for MWDS,
hence, uniqueness in L1

Φ1
of MWDS, as solutions get closer as t increases. Moreover, by T-contractivity

we have that comparison holds for MWDS, i.e. if u0(x) ≤ v0(x) a.e x ∈ Ω then

0 ≤

ˆ

Ω
[u− v]+Φ1 ≤

ˆ

Ω
[u0 − v0]+Φ1 = 0,

which implies that u(t) ≤ v(t) a.e x ∈ Ω, as Φ1 > 0 in the interior of Ω.

• Step 7. Boundedness of incremental quotient of u . Again, for the approximating sequence, notice
that before passing to the limit h→ 0 in (5.4) we have

ˆ

Ω

∣
∣
∣
∣

un(t+ h, x)− un(t, x)

h

∣
∣
∣
∣
Φ1 dx ≤

1

h
[(t+ h)

1
1−m − t

1
1−m ]

2‖u0,n‖L1
Φ1

(Ω)

t
1

1−m

Now, we pass to the limit as n → ∞ on the right hand side and on the left by Fattou’s lemma. The
rest follows by the same argument as in the last part of the proof of Lemma 5.6.

5.5 Proof of Theorem 2.7. L
1
Φ1
-strong solutions and uniqueness

We prove now in which cases are MWDS actually L1
Φ1
-strong solutions and satisfies the equation

ut = −Lum pointwise as function of L1
Φ1
. Indeed, this also provides T-contractivity hence strong
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uniqueness in L1
Φ1
. Let us recall the statement of Theorem 2.7:

Assume (A1) and (A2). Then, for every u0 ∈ L
1
Φ1
(Ω) there exist a unique L1

Φ1
-strong WDS u, hence

it is the MWDS corresponding to u0, whenever one of the following additional conditions is satisfied:

i) N > 2s > γ and either (K1) or (M1) hold. Moreover, u0 ∈ Lp(Ω) with p ≥ 1 if m ∈ (mc, 1) or
p > pc if m ∈ (0,mc].

ii) N, γ > 2s, m ∈ (0, 2sγ )and either (K1) or (M1) hold. Moreover, u0 ∈ Lp(Ω) with p ≥ 1 if
m ∈ (mc, 1) or p > pc if m ∈ (0,mc].

iii) N > 2s > γ and (K2) hold. Moreover, u0 ∈ Lp
Φ1
(Ω) with p ≥ 1 if m ∈ (mc,γ , 1) or p > pc,γ if

m ∈ (0,mc,γ ].

Proof of Theorem 2.7. In the three cases we follow the same steps. We use Theorem 5.2 for the MWDS
in order to prove that ∂tu is a integrable function, more precisely that t∂tu ∈ L∞((0, T ) : L1

Φ1
(Ω))).

We have to check if the assumptions of Theorem 5.2 are satisfied, namely, if u ∈ BV ((0, T ) : L1
Φ1
(Ω))

and u
1+m

2 ∈W 1,1((0, T ) : L1
Φ1
(Ω)).

• Step 1. u ∈ BV ((0, T ) : L1
Φ1
(Ω)): The former condition follows by applying Lemma 5.6 to the

monotone increasing GF solutions un(t) that approximate the MWDS u(t) and passing to the limit,

‖∂tu‖L1
Φ1

(Ω) ≤ lim
n→∞

‖∂tun‖L1
Φ1

(Ω) ≤ lim
n→∞

2 ‖u0,n‖L1
Φ1

(Ω)

(1−m)t
=

2 ‖u0‖L1
Φ1

(Ω)

(1−m)t

since we use Fatou’s Lemma and u0,n → u0 in L1
Φ1
(Ω).

• Step 2. u
1+m

2 ∈ W 1,1((0, T ) : L1
Φ1
(Ω)): On the other hand, the latter condition will be satisfied by

Lemma 5.5, but first we have to bound the ‖un(t0/2)‖H∗(Ω) in terms of ‖u0,n‖L1
Φ1

(Ω) in order to pass

to the limit. Thus, let study the three cases of Theorem 2.7:

i) Let un(t) be a GF solution, then by Theorem 2.12, recalling that L−1Φ1 = λ−1
1 Φ1, we have

‖un(t)‖
2
H∗(Ω) =

ˆ

Ω
un L

−1un dx ≤

∥
∥
∥
∥

un(t)

Φ
1
m
1

∥
∥
∥
∥
∞

ˆ

Ω
(L−1un)Φ1 dx = λ−1

1

∥
∥
∥
∥

un(t)

Φ
1
m
1

∥
∥
∥
∥
∞

‖un(t)‖L1
Φ1

(Ω)

≤ κλ−1
1 ‖u0,n‖L1

Φ1
(Ω)

‖u0,n‖
2spϑp

m
p

t
1+Nϑp

m

≤ κλ−1
1 ‖Φ1‖ p

p−1

‖u0,n‖
1+

2spϑp
m

p

t
1+Nϑp

m

where we have used the decay of the L1
Φ1
-norm and Hölder’s inequality. Hence, combining the

above estimate with inequality (5.3) of Lemma 5.5, we obtain

‖∂tu
1+m

2
n ‖L2((t0,t1):L2(Ω)) ≤ cm

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

‖un(t0/2)‖
2
H∗(Ω)

≤ cm

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

κλ−1
1 ‖Φ1‖ p

p−1

‖u0,n‖
1+

2spϑp
m

p

(t0/2)
1+Nϑp

m

.

We can let n→ ∞ and using Fatou’s Lemma on the left-hand side, and that u0,n → u0 in Lp(Ω)

on the right-hand side, we conclude that u
1+m

2 ∈W 1,1((0, T ) : L1
Φ1
(Ω)).
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ii) Let un(t) be a GF solution, then by Theorem 2.12 with m < 2s
γ < 1, L−1Φ1 = λ−1

1 Φ1, we have

‖un(t)‖
2
H∗(Ω) =

ˆ

Ω
un L

−1un dx ≤

∥
∥
∥
∥

un(t)

Φ
2s
γm

1

∥
∥
∥
∥
∞

ˆ

Ω
Φ

2s
γm

1 L−1un dx ≤ ‖Φ1‖
2s
γm

−1
∞

∥
∥
∥
∥

un(t)

Φ
2s
γm

1

∥
∥
∥
∥
∞

ˆ

Ω
Φ1L

−1un dx

≤ λ−1
1 ‖Φ1‖

2s
γm

−1
∞ ‖un(t)‖L1

Φ1
(Ω)

∥
∥
∥
∥

un(t)

Φ
2s
γm

1

∥
∥
∥
∥
∞

≤ κλ−1
1 ‖Φ1‖

2s
γm

−1
∞ ‖u0,n‖L1

Φ1
(Ω)

‖u0,n‖
2spϑp

m
p

t
1+Nϑp

m

≤ κλ−1
1 ‖Φ1‖

2s
γm

−1
∞ ‖Φ1‖ p

p−1

‖u0,n‖
1+

2spϑp
m

p

t
1+Nϑp

m

≤ κλ−1
1 ‖Φ1‖

2s
γm
∞ |Ω|

p−1
p

‖u0,n‖
1+

2spϑp
m

p

t
1+Nϑp

m

,

where we have used the decay of the L1
Φ1
-norm and Hölder’s inequality. Hence, combining the

above estimate with inequality (5.3) of Lemma 5.5, we obtain

‖∂tu
1+m

2
n ‖L2((t0,t1):L2(Ω)) ≤ cm

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

‖un(t0/2)‖
2
H∗(Ω)

≤ cm

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

κλ−1
1 ‖Φ1‖

2s
γm
∞ |Ω|

p−1
p

‖u0,n‖
1+

2spϑp
m

p

(t0/2)
1+Nϑp

m

.

We can let n→ ∞ and using Fatou’s Lemma on the left-hand side, and that u0,n → u0 in Lp(Ω)

on the right-hand side, we conclude that u
1+m

2 ∈W 1,1((0, T ) : L1
Φ1
(Ω)).

iii) Let un(t) be a GF solution, then by Theorem 2.12 and recalling that L−1Φ1 = λ−1
1 Φ1, we have

‖un(t)‖
2
H∗(Ω) =

ˆ

Ω
un L

−1un dx ≤

∥
∥
∥
∥

un(t)

Φ
1
m
1

∥
∥
∥
∥
∞

ˆ

Ω
(L−1un)Φ1 dx = λ−1

1

∥
∥
∥
∥

un(t)

Φ
1
m
1

∥
∥
∥
∥
∞

‖un(t)‖L1
Φ1

(Ω)

≤ κλ−1
1 ‖u0,n‖L1

Φ1
(Ω)

‖u0,n‖
(2s−γ)pϑp,γ

m

Lp
Φ1

(Ω)

t
1+Nϑp,γ

m

≤ κλ−1
1 ‖Φ1‖

p
p−1

1

‖u0,n‖
1+

(2s−γ)pϑp,γ
m

Lp
Φ1

(Ω)

t
1+Nϑp,γ

m

where we have used the decay of the L1
Φ1
-norm and Hölder’s inequality. Notice that in the case

p = 1 we just stop at the second inequality and the Theorem is proven. In the rest of the cases,
we combine the above estimate with inequality (5.3) of Lemma 5.5, to obtain

‖∂tu
1+m

2
n ‖L2((t0,t1):L2(Ω)) ≤ cm

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

‖un(t0/2)‖
2
H∗(Ω)

≤ cm

(
2

t0
+

1

T − t1

)(
2

t0
−

1

t1

)

κλ−1
1 ‖Φ1‖

p
p−1

1

‖u0,n‖
1+

(2s−γ)pϑp,γ
m

Lp
Φ1

(Ω)

(t0/2)
1+Nϑp,γ

m

.

We can let n→ ∞ and using Fatou’s Lemma on the left-hand side, and that u0,n → u0 in Lp(Ω)

on the right-hand side, we conclude that u
1+m

2 ∈W 1,1((0, T ) : L1
Φ1
(Ω)).
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6 Appendix

6.1 Useful inequalities

Operadores con nucleos no-negativos. Let L be an operator of the form

L[v](x) := P.V.

ˆ

Ω
[v(x) − v(y)]K(x, y) dy +B(x)v(x) with K, B ≥ 0 . (6.1)

We show next a simple formal proof of Kato and Stroock-Varopoulus inequalities, without any claim
of originality, indeed different proofs appear in literature for operators like L. Our proof of Stroock-
Varopoulos is inspired from [54], and from personal communications with the authors of that paper. Of
course, justifying that all the integrals involved are finite would make this proofs rigorous. Throughout
the paper, we pay attention to this fact and all the involved quantities are finite.

Lemma 6.1. (Kato’s inequality). Let L be an operator as in (6.1), and let f ∈ C0(R) be a convex
function with f(0) ≤ 0. Then, if L[v] ∈ L1

loc(Ω), Kato inequality holds in the sense of distributions:

Lf(v) ≤ f ′(v) Lv . (6.2)

Proof. Recall that a convex function lies above its tangent:

f(v)− f(w) ≤ f ′(v)(v − w) ∀v,w ∈ R.

Then, since K(x, y) > 0 and B(x) ≥ 0, it holds that

Lf(v(x)) =

ˆ

RN

[f(v(x))− f(v(y))]K(x, y) dy +B(x)f(v(x))

≤

ˆ

RN

[f(v(x))− f(v(y))]K(x, y) dy +B(x) [f(v(x))− f(0)]

≤

ˆ

RN

f ′(v(x)) [v(x) − v(y)]K(x, y) dy +B(x)f ′(v(x))v(x) = f ′(v(x))Lf(v(x)) .

Lemma 6.2. (Stroock-Varopoulus inequality). Let L be an operator as in (6.1) with s ∈ (0, 1).Then
for any q > 1

ˆ

Ω
vq−1Lv dx ≥

4(q − 1)

q2

ˆ

Ω

∣
∣
∣L1/2vq/2

∣
∣
∣

2
dx (6.3)

for all v ∈ Lq(Ω) such that Ls/2v ∈ Lq(Ω).

Proof. In this proof we will use the following inequality: let 0 ≤ α, β ∈ R such that α+ β = 2, then

(aα − bα)(aβ − bβ) ≥ αβ(a− b)2, ∀a, b ∈ R (6.4)

Which can be proved just by Cauchy-Schwarz inequality as follows

(a− b)2 =
(
ˆ a

b
dt
)2

=
(
ˆ a

b
t
α−1
2 t

β−1
2 dt

)2
≤
(
ˆ a

b
tα−1dt

)(
ˆ a

b
tβ−1dt

)
=

(aα − bα)

α

(aβ − bβ)

β
.
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Now, using the symmetry of the kernel, Fubini’s theorem and inequality (6.4) we get

ˆ

Ω
vq−1Lv dx =

ˆ

Ω

[
ˆ

Ω
vq−1(x)

(
v(x)− v(y)

)
K(x, y) dy +B(x)vq(x)

]
dx

=
1

2

ˆ

Ω

ˆ

Ω

(
vq−1(x)− vq−1(y)

)(
v(x)− v(y)

)
K(x, y) dy dx+

ˆ

Ω
B(x)vq(x) dx

≥
1

2

4(q − 1)

q2

ˆ

Ω

ˆ

Ω

(
vq/2(x)− vq/2(y)

)2
K(x, y) dy dx+

ˆ

Ω
B(x)vq(x) dx

=
4(q − 1)

q2

ˆ

Ω
vq/2Lvq/2.

Now, we can use the assumption (L1) to get

ˆ

Ω
vq/2Lvq/2 ≍

ˆ

Ω

ˆ

Ω

(
vq/2(x)− vq/2(y)

)2

|x− y|N+2s
dy dx+

ˆ

Ω
B(x)vq(x) dx,

which tells us that
´

Ω v
q/2Lvq/2 is a Dirichlet form (symmetric and closed). This and the fact that −L

is a non-positive self-adjoint operator allows us to write

ˆ

Ω
vq/2Lvq/2 =

ˆ

Ω

∣
∣
∣L1/2vq/2

∣
∣
∣

2
dx .

We recall a variant of a brilliant Lemma due to De Giorgi, often used in Elliptic equations that we
adapt here for our purposes.

Lemma 6.3. (De Giorgi). Let Z(t) be a bounded non-negative function in the interval [t0, t1]. Assume
that for t0 ≤ τ < t ≤ t1 we have

Z(t) ≤ θZ(τ) +
A

(t− τ)α
+

B

(t− s)β
+ C (6.5)

with A,B,C ≥ 0, α > 0 and 0 ≤ θ ≤ 1. Then

Z(t1) ≤
Ac(α, λ, θ)

(t1 − t0)α
+
Bc(β, λ, θ)

(t1 − t0)β
+

C

(1− θ)
(6.6)

where

c(α, λ, θ) =
1

(1− λ)α
(
1− θ

λα

) for any λ ∈ (θ
1
α , 1)

Proof. We define the sequence {τi} as follows

τ0 = t1, τi+1 = τi − (1− λ)λi(t1 − t0)
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so τk = t1 −
∑k−1

i=0 (1− λ)λi(t1 − t0) and limk→∞ τk = t0. Now, we can iteratively write (6.5) as

Z(τ0) ≤ θZ(τ1) +
A

(τ0 − τ1)α
+

B

(τ0 − τ1)β
+ C

≤ θ2Z(τ2) +
θA

(τ1 − τ2)α
+

θB

(τ1 − τ2)β
+ θC +

A

(τ0 − τ1)α
+

B

(τ0 − τ1)β
+ C

...

≤ θkZ(τk) +
A

(1− λ)α(t1 − t0)α

k−1∑

i=0

(
θ

λα

)i

+
B

(1− λ)β(t1 − t0)β

k−1∑

i=0

(
θ

λβ

)i

+ C

k−1∑

i=0

θi.

Finally, as the series on the right hand side converge we take the limit as k → ∞ and we get (6.6).

6.2 Technical proofs

Lemma 6.4. (Decay of L1
Φ1
-norm). Let u(t) be a nonnegative weak dual solutions, then

‖u(t1)‖L1
Φ1

≤ ‖u(t0)‖L1
Φ1

for every 0 < t0 < t1 < T .

Proof. We want to use the equation with the not admissible test function ψ(t, x) = χ[t0,t1](t)Φ1(x),
therefore we consider the C1

c approximation in time ψn(t, x) = χn(t)Φ1(x) where

χn(t) =







n2

2 (t− t0 +
1
n)

2 if t ∈ [t0 −
1
n , t0)

1− n2

2 (t− t0 −
1
n)

2 if t ∈ [t0, t0 +
1
n)

1 if t ∈ [t0 +
1
n , t1 −

1
n)

1− n2

2 (t− t1 +
1
n)

2 if t ∈ [t1 −
1
n , t1)

n2

2 (t− t1 −
1
n)

2 if t ∈ [t1, t1 +
1
n)

0 otherwise .

Using the LHS of (WDS), we obtain
ˆ T

0

ˆ

Ω
L−1u ∂tψ dxdt =

ˆ T

0

ˆ

Ω
u ∂tχn L

−1Φ1 dxdt = λ−1
1

ˆ T

0
‖u(t)‖L1

Φ1
∂tχn(t) dt .

Let us show that ∂tχn is an approximation of δt0 − δt1 . We know that

∂tχn =







n2(t− t0 +
1
n) if t ∈ [t0 −

1
n , t0)

−n2(t− t0 −
1
n) if t ∈ [t0, t0 +

1
n)

−n2(t− t1 +
1
n) if t ∈ [t1 −

1
n , t1)

n2(t− t1 −
1
n) if t ∈ [t1, t1 +

1
n)

0 otherwise .

Now, let us consider the following approximation of the identity:

hn(t) =







n2(t+ 1
n) if t ∈ [− 1

n , 0)

−n2(t− 1
n) if t ∈ [0, 1n)

0 otherwise ,
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It can be easily seen that for any f ∈ C(R) it holds that lim
n→∞

´

R
f(t)hn(t) dt = f(0), since we can

take limits in

inf
t∈[− 1

n
, 1
n
]
{f(t)} ≤

ˆ

R

f(t)hn(t) dt ≤ sup
t∈[− 1

n
, 1
n
]

{f(t)} ∀n > 0 .

Notice that the inf{f} and the sup{f} above are attain due to Weierstrass Theorem.

Then, as we can rewrite ∂χn(t) = hn(t− t0)− hn(t− t1), we conclude that

‖u(t0)‖L1
Φ1

− ‖u(t1)‖L1
Φ1

= lim
n→∞

ˆ T

0
‖u(t)‖L1

Φ1

(
hn(t− t0)− hn(t− t1)

)
dt

= lim
n→∞

ˆ T

0
‖u(t)‖L1

Φ1
∂tχn(t) dt = lim

n→∞
λ1

ˆ T

0

ˆ

Ω
umΦ1χn dxdt ≥ 0 ,

since using ψn as a test function in (WDS), it follows that

ˆ T

0
‖u(t)‖L1

Φ1
∂tχn(t) dt = λ1

ˆ T

0

ˆ

Ω
umΦ1 χn dxdt ≥ 0 ∀n > 0 .

Proof of Lemma 5.1. We define j(r) = 1
m+1 |r|

m+1 and we notice that it satisfies lim
|r|→+∞

j(r)
|r| = +∞.

Convexity condition follows from the convexity of j, thus, let us check the l.s.c condition.

We have two different convergence settings:

• Let un → u in H∗(Ω) and assume ∀λ > 0 ∃n ∈ N such that
´

Ω j(un) > λ. Then, it holds that

lim inf
n→∞

E(un) = +∞ ≥ E(u),

• Let un → u in H∗(Ω) and suppose that ∃λ > 0 such that ∀n ∈ N
´

Ω j(un) ≤ λ.

In this second case, we follow the same strategy as Brezis does for H−1(Ω) in [20]. First, we show that
(un)n∈N is uniformly integrable, i.e.

∀ǫ > 0 ∃δ > 0 such that if |E| < δ then

ˆ

E
|un| < ǫ ∀n ∈ N.

Let A > 2λ
ǫ and R be such that j(r)

|r| ≥ A for |r| > R. If we choose δ < ǫ
2R , it holds that

ˆ

E
|un|dx =

ˆ

{x∈E:un(x)≥R}
|un| dx+

ˆ

{x∈E:un(x)<R}
|un| dx ≤

ˆ

Ω

j(un)

A
dx+

ˆ

E
Rdx ≤

λ

A
+Rδ < ε

Then, we apply Dunford-Pettis theorem, which states that in bounded domain uniformly integrable
implies weakly precompact in L1(Ω). Hence, (un)n∈N has a subsequence (unk

)k∈N which converge
weakly in L1(Ω), that is,

∃ũ ∈ L1(Ω) such that unk
⇀ ũ in L1(Ω).

Further, u = ũ inH∗(Ω), as {un} already converges weakly to u in H∗(Ω) and C∞
c (Ω) ⊂ L∞(Ω)∩H(Ω),

which is dense in H.
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Now, to conclude the proof, we just have to show that E(u) is weakly lower semicontinuous in L1(Ω).
So, let un → u in L1(Ω), then, there exists a subsequence (unl

)l∈N which converge almost everywhere
to u. Since j is non negative, we can apply Fatou’s Lemma,

lim inf
n→∞

ˆ

Ω
j(un)dx ≥

ˆ

Ω
lim inf
n→∞

j(un)dx =

ˆ

Ω
lim
n→∞

inf
m≥n

{j(un)}dx

≥

ˆ

Ω
lim
l→∞

inf
m≥nl

{j(unk
)}dx =

ˆ

Ω
lim inf
l→∞

j(unl
)dx =

ˆ

Ω
j(u)dx,

where we have used in the last equality that j is continuous (notice that it suffices to be l.s.c.). Finally,
since E(u) is convex and l.s.c. in L1(Ω), it holds that E(u) is weakly l.s.c. in L1(Ω) by Mazur’s Lemma.
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