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#### Abstract

In this paper we study bounds for the first eigenvalue of the Paneitz operator $P$ and its associated third-order boundary operator $B^{3}$ (see (1.1) and (1.13) for a precise definitions) on four-manifolds. We restrict to orientable, simply connected, locally confomally flat manifolds that have at most two umbilic boundary components. The proof is based on showing that under the hypotheses of the main theorems, the considered manifolds are confomally equivalent to canonical models. This equivalence is proved by showing the injectivity of suitable developing maps. Then the bounds on the eigenvalues are obtained through explicit computations on the canonical models and its connections with the classes of manifolds that we are considering. In particular, we give an explicit bound for a 4 -dimensional annulus with a radially symmetric metric. The fact that $P$ and $B^{3}$ are conformal in four dimensions is key in the proof.


## 1. Introduction

Let $\left(M^{4}, g\right)$ be a 4-dimensional Riemannian manifold and denote by Ric and $W$ the Ricci and Weyl tensors of $g$, respectively. Define $J$ to be the trace of the Schouten tensor $A=\frac{1}{2}$ (Ric $-J g$ ) (actually $J$ is a multiple of the scalar curvature $R$, this is, $\left.J=\frac{1}{6} R\right)$ and $d v_{g}$ the volume element for the metric $g$.

The Paneitz operator $P_{g}$ on $(M, g)$, first introduced in 1983 [59], is defined by

$$
\begin{equation*}
P_{g}=\left(-\Delta_{g}\right)^{2}+\operatorname{div}_{g}\left\{4 A_{g}-2 J g\right\} d, \tag{1.1}
\end{equation*}
$$

$P$ is a conformally covariant operator and, in particular, it satisfies that under a change of metric $g_{f}=e^{2 f} g$,

$$
\begin{equation*}
P_{g_{f}}=e^{-4 f} P_{g} \quad \text { on } M . \tag{1.2}
\end{equation*}
$$

This operator describes the transformation law for Branson's $Q$-curvature [7], which is defined by

$$
Q_{g}=\frac{1}{6}\left(-\Delta R_{g}-3\left|\operatorname{Ric}_{g}\right|^{2}+R_{g}^{2}\right)
$$

Indeed,

$$
P_{g} f+Q_{g_{f}} e^{4 f}=Q_{g}, \quad \text { for } \quad g_{f}=e^{2 f} g .
$$

There is an extensive bibliography on the $Q$-curvature equation in dimension four. Without being exhaustive, we mention $[21,67,25,50,38]$.
Now, if $M$ is a compact 4-dimensional manifold without boundary, the Chern-Gauss-Bonnet formula [8] reads

$$
\begin{equation*}
\int_{M} Q_{g} d v_{g}+\frac{1}{4} \int_{M}\left|W_{g}\right|_{g}^{2} d v_{g}=8 \pi^{2} \chi(M) \tag{1.3}
\end{equation*}
$$

Note then that we may regard $P$ as a generalization for 4-manifolds of the Laplace operator $\Delta$ in two dimensions (that is also conformally covariant in that setting) and the curvature $Q$ as a four-dimensional analog of the Gaussian curvature in the two-dimensional setting (which plays the same role as $Q$ in the classical Gauss-Bonnet formula).

The study of eigenvalues of differential operators has an extensive history. In the particular case of the Laplacian in two dimensions it is possible to obtain bounds that only depend on the topology of the manifold (see [71]); more precisely, consider $N^{2}$ to be a two-dimensional compact orientable Riemanniann manifold with no boundary and take $\varsigma_{1}$ to be the first non-zero eigenvalue of the Laplace-Beltrami on $N$. Let

$$
\begin{equation*}
\Theta\left(N^{2}\right):=\sup _{1}\left\{\varsigma_{1} \operatorname{Vol}\left(N^{2}\right)\right\} \tag{1.4}
\end{equation*}
$$

where the sup is taken among all Riemannian metrics on $N^{2}$. It is well known that $\Theta\left(N^{2}\right)<\infty$ and

$$
\begin{equation*}
\Theta\left(N^{2}\right) \leq 8 \pi(\gamma+1) \tag{1.5}
\end{equation*}
$$

where $\gamma$ is the genus of the surface. See also [55] for a discussion of attainability. In fact, in that paper the discussion is extended to the setting with boundary and a Neumann condition at that boundary.

The first goal in our paper is to generalize the bound (1.5) for the Paneitz operator $P$ on closed 4-manifolds. However, although it is well known that the spectrum of $P_{g}$ consists of a sequence of eigenvalues converging to $+\infty$, the principal eigenvalue $\lambda_{0}^{g}$ maybe negative. In consequence, one first imposes restrictions that ensure the positivity of the operator. With this objective, we recall two important conformal invariant quantities in four dimensions: Firstly, the total $Q$-curvature,

$$
\begin{equation*}
\kappa_{g}:=\int_{M} Q_{g} d v_{g} \tag{1.6}
\end{equation*}
$$

and, secondly, the well known Yamabe invariant

$$
\begin{equation*}
\mathcal{Y}[g]=\inf _{g_{f}=e^{2 f} g} \frac{\int_{M} R_{g_{f}} d v_{g_{f}}}{\left(\int_{M} d v_{g_{f}}\right)^{1 / 2}} . \tag{1.7}
\end{equation*}
$$

A key theorem by Gursky [37] yields that, if both the Yamabe invariant $Y[M]$ and the total $Q$-curvature $\kappa_{g}$ are nonnegative, then $\lambda_{0}^{g}=0$ and the kernel of $P_{g}$ contains only the constant functions. Thus, the next eigenvalue $\lambda_{1}^{g}$ is positive. A less restrictive condition was given in [39]: indeed, if $M$ is a closed 4-manifold with positive scalar curvature and

$$
\begin{equation*}
\int_{M} Q_{g} d v_{g}+\frac{1}{3}(\mathcal{Y}[g])^{2}>0 \tag{1.8}
\end{equation*}
$$

then the same conclusion holds. It is interesting to observe that (1.8) is a conformally invariant quantity. Now, the first eigenvalue of $P_{g}$ (that we denote as $\lambda_{1}^{g}$ ) can be computed through the Rayleigh quotient

$$
\begin{equation*}
\lambda_{1}^{g}=\inf _{\int_{M} u d v_{g}=0, u \neq 0} \frac{\mathcal{E}_{g}^{M}[u]}{\int_{M} u^{2} d v_{g}}, \tag{1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}_{g}^{M}[u]=\int_{M}\left(\Delta_{g} u\right)^{2} d v_{g}+\int_{M}\left(2 J g_{a b}-4 A_{a b}^{g}\right) \nabla^{a} u \nabla^{b} u d v_{g} . \tag{1.10}
\end{equation*}
$$

This is a conformal invariant quantity in 4-dimensions; indeed, if we have two metrics related by $g_{f}=e^{2 f} g$, then

$$
\mathcal{E}_{g_{f}}[u]=\mathcal{E}_{g}[u] .
$$

Our first theorem is a generalization of the bound (1.5) for the first eigenvalue of the Paneitz operator:
Theorem 1.1. Let $(M, g)$ be a compact, orientable, closed, locally conformally flat (l.c.f) Riemannian 4manifold, and define $\lambda_{1}^{g}$ to be the first (non-zero) eigenvalue of the Paneitz operator $P_{g}$. Then:
i. If $M$ is simply connected, then $M$ is conformally equivalent to $\mathbb{S}^{4}$. In this setting we have $\lambda_{1}>0$ with $\operatorname{Ker}\left(P_{g}\right)=\{$ constants $\}$ and

$$
\lambda_{1}^{g} \operatorname{Vol}(M) \leq 64 \pi^{2}
$$

Equality holds if and only if $M$ is diffeomorphic to $\mathbb{S}^{4}$.
ii. If $\mathcal{Y}[g]>0$ and $\kappa_{g}>0$, and $M$ is orientable, then $M$ is conformally equivalent to $\mathbb{S}^{4}$ and the same conclusions hold.
iii. If $\mathcal{Y}[g]>0$ and $\kappa_{g}=0$, then $M$ is conformally equivalent to a quotient $\mathbb{R} \times \mathbb{S}^{3}$. Then $\lambda_{1}^{g}>0$ with $\operatorname{Ker}\left(P_{g}\right)=\{$ constants $\}$.

Assume that the fundamental domain is exactly $[0, \varrho) \times \mathbb{S}^{3}$ for some $\varrho>0$ and let $\Psi: M \rightarrow[0, \varrho) \times \mathbb{S}^{3}$ be the conformal embedding described above. Set $\Psi_{\mathbb{S}^{3}}$ to be its projection onto the $\mathbb{S}^{3}$-coordinates. If,
in addition, we impose the geometric condition that for all $q \in M$, there exist $\delta_{0} \geq 0$ and $\varepsilon \in(0,1)$ such that, for every $\delta<\delta_{0}$ it holds

$$
\begin{equation*}
\frac{\operatorname{Vol}_{M}\left(\mathcal{B}_{\delta}\left(\Psi_{\mathbb{S}^{3}}(q)\right)\right.}{\operatorname{Vol}_{M}\left(\mathcal{B}_{\delta}^{c}\left(\Psi_{\mathbb{S}^{3}}(q)\right)\right.}<\varepsilon, \tag{1.11}
\end{equation*}
$$

then

$$
\lambda_{1}^{g} \operatorname{Vol}(M) \leq C\left(\varepsilon, \delta_{0}\right) \varrho .
$$

Here $C\left(\varepsilon, \delta_{0}\right)$ is a constant that only depends on $\varepsilon, \delta_{0}$, while $\mathcal{B}_{\delta}(\cdot)$ is the geodesic ball on $\mathbb{S}^{3}$ with the standard metric centered at $\Psi_{\mathbb{S}^{3}}(q)$ and $\mathcal{B}_{\delta}^{c}(\cdot)$ its complement in $\mathbb{S}^{3}$. We also denoted $\operatorname{Vol}_{M}(A)=$ $\int_{M \cap \Psi^{-1}(A)} d v_{g}$.
Two remarks regarding statement $i i i$. are in order:

- The geometric condition (1.11) can be understood as a quantitative measure that avoids concentration around lines.
- The exact value of the constant $C\left(\alpha, \delta_{0}\right)$ can be calculated precisely, but it is cumbersome and does not provide additional information. It is worth noting, though, that it blows up if certain parameter $\delta$ approaches 0 , but this is ruled out by condition (1.11).
The jump from dimension 2 to dimension 4 is completely non-trivial, since in the two-dimensional case one can use conformal invariance to map any manifold to (a cover of) the sphere. In dimension 4 the difficulty is to find such conformal immersion of $M$ into a model manifold. Thus we restrict our study to locally conformally flat (l.c.f.) manifolds, where the developing map plays the role of this immersion. In fact, we will show that in the setting of Theorem 1.1 the developing map is injective.
The idea of the proof of Theorem 1.1 follows Hersch' original idea in [42]. Indeed, one uses a calibration type argument in order to show that coordinate functions are good test functions for the Rayleigh quotient 1.9. In the case that $M$ is conformally equivalent to the sphere, this calculation has also been performed in [60]. The case of the cylinder $\mathbb{R} \times \mathbb{S}^{3}$ is much trickier but a variation of Hersch calibration argument can still be performed.
Related to this result is is the work of [60], where the author shows that for the extremal metric for the quantity $\lambda_{1}^{g} \operatorname{Vol}(M)$ one may obtain an orthonormal basis of eigenfunctions. In addition, these eigenfunctions are the coordinates for a Paneitz map, which is a 4 -th order generalization of a harmonic map.

Finally, note that different bounds for $\lambda_{1}^{g}$ have been introduced in the literature. For instance, if $M$ can be conformally immersed into a unit sphere $\mathbb{S}^{K}$, then [70] gives a bound in terms of an $K$-conformal energy inspired in the conformal volume of Li-Yau [51]. In addition, [22, 23] showed some geometric bounds provided that $M$ is a compact submanifold of $\mathbb{R}^{K}$. A comparison theorem for this first eigenvalue was given in [66] for dimension $K \geq 5$ in some settings.
1.1. Manifolds with boundary. Now we turn our attention to the boundary case. If $N^{2}$ is a compact surface with boundary, one may ask the same questions for the Steklov eigenvalues, which are the eigenvalues $\vartheta$ of the following the boundary value problem

$$
\left\{\begin{array}{l}
\Delta_{g} u=0 \text { in } N, \\
-\partial_{\eta} u=\vartheta u \text { on } \partial N .
\end{array}\right.
$$

A good reference for this problem is [33]. Given $N$, is well known that there exists an increasing sequence of eigenvalues $0=\vartheta_{0}<\vartheta_{1} \leq \vartheta_{2} \leq \ldots$ and, moreover,

$$
\vartheta_{1}=\inf _{\int_{\partial N} u=0, u \neq 0} \frac{\int_{N}|\nabla u|^{2} d v}{\int_{\partial N} u^{2} d \sigma} .
$$

The extremal problem for the Steklov eigenvalue analogous to (1.4) has been studied in a series of papers by Fraser-Schoen [27, 28, 29]. If $N^{2}$ is a surface of genus $\gamma$ and $k$ boundary components, they show the bound

$$
\begin{equation*}
\vartheta_{1}(N) \operatorname{Lenght}(\partial N) \leq 2 \pi(\gamma+k) . \tag{1.12}
\end{equation*}
$$

For $\gamma=0$ and $k=1$ this result was obtained by Weinstock [68] and it is sharp, while if the boundary has two boundary components (i.e., an annulus), it is not attained. In addition, Weinstock showed that the bound is attained at a flat disk and the eigenfunctions can be identified with its coordinates. In the general case, Fraser-Schoen [28, 29] identified the eigenfunctions associated to maximal eigenvalues (with a given topology and number of boundary components) with coordinate functions of free boundary minimal surfaces in the unit ball $\mathbb{B}^{K}$. In the particular case that $N$ is homeomorphic to the annulus, in [27] and [29] it is shown that the quantity $\vartheta_{1}(N) \operatorname{Lenght}(\partial N)$ is maximized by the coordinate functions of a critical catenoid (in $\mathbb{R}^{3}$ ) which meets the boundary sphere orthogonally. This problem has also been studied in the higher dimensional setting [30], where conformal invariance is lost and the maximizer does not exist in the class of smooth metrics.

In this paper we are interested in the analog question for a conformal third-order boundary operator associated to the Paneitz operator, and which yields the natural 4-dimensional generalization of the Steklov problem from the conformal geometry point of view. In addition, it contains strong topological information thanks to the Chern-Gauss-Bonnet formula given in formula (1.17) (and the discussion above it). It was introduced in [19, 20] (see also the surveys: [17, 16], for instance), and fully generalized in [14]. We follow the presentation in the latter.

Set $\left(M^{4}, g\right)$ be a 4 -dimensional compact Riemannian manifold with boundary $\Sigma=\partial M$. We keep the notation above for the interior quantities, while tilde will mean the corresponding quantities for the boundary metric. Denote by $h$ the restriction of the metric $g$ to $T \Sigma$ and by $d \sigma_{h}$ the volume form for $h$ on $\Sigma$. Let $\eta$ be the outward-pointing normal, $I I=\left.\nabla \eta\right|_{T \Sigma}$ the second fundamental form, $H=\operatorname{tr}_{h} \nabla \eta$ the mean curvature of $\Sigma$, and $I I_{0}=I I-\frac{H}{3} h$ the trace free part of the second fundamental form.

We set, on the boundary $\Sigma$ :

$$
\begin{aligned}
B_{g}^{1} u & =\eta u, \\
B_{g}^{2} u & =-\tilde{\Delta} u+D^{2} u(\eta, \eta)+\frac{1}{3} H \eta u,
\end{aligned}
$$

and the third order operator

$$
\begin{equation*}
B_{g}^{3} u=-\eta \Delta u-2 \tilde{\Delta} \eta u+2\left\langle I I_{0}, \tilde{D}^{2} u\right\rangle-\frac{2}{3} H \tilde{\Delta} u+\frac{2}{3}\langle\tilde{\nabla} H, \tilde{\nabla} u\rangle+\left(-\frac{1}{3} H^{2}-2 A(\eta, \eta)+2 \tilde{J}+\frac{1}{2}\left|I I_{0}\right|^{2}\right) \eta u, \tag{1.13}
\end{equation*}
$$

These operators also satisfy a conformally covariance property coupled with (1.2), this is

$$
\begin{equation*}
B_{g_{f}}^{k}=e^{-k f} B_{g}^{k} \quad \text { on } \Sigma, \quad k=1,2,3 . \tag{1.14}
\end{equation*}
$$

Define the bilinear form

$$
\mathcal{Q}_{g}\left(u_{1}, u_{2}\right)=\int_{M} u_{1} P_{g} u_{2} d v_{g}+\oint_{\Sigma}\left(u_{1} B_{g}^{3}\left(u_{2}\right)+B_{g}^{1}\left(u_{1}\right) B_{g}^{2}\left(u_{2}\right)\right) d \sigma_{h}
$$

for $u_{1}, u_{2} \in \mathcal{C}^{\infty}(M)$. The main theorem in [14] shows that $\mathcal{Q}_{g}$ is symmetric. The corresponding energy functional

$$
\mathcal{E}[u]=\mathcal{Q}_{g}(u, u)
$$

is a conformal invariant. Indeed,

$$
\begin{equation*}
\mathcal{E}_{g_{f}}[u]=\mathcal{E}_{g}[u] . \tag{1.15}
\end{equation*}
$$

The boundary operator $B_{g}^{3}$ operator is associated to the following curvature quantity

$$
\begin{equation*}
T_{g}=\eta J-\frac{2}{3} \tilde{\Delta} H-2\left\langle I I_{0}, \tilde{A}\right\rangle+\frac{4}{3} H \tilde{J}+\frac{1}{3} H\left|I I_{0}\right|^{2}-\frac{2}{27} H^{3} . \tag{1.16}
\end{equation*}
$$

For a conformal metric $g_{f}=e^{2 f} g$, the $T$-curvature equation is

$$
B_{g}^{3} f+T_{g}=T_{g_{f}} e^{3 f}
$$

In addition, the integral quantity

$$
\kappa_{g, h}:=\int_{M} Q_{g} d v_{g}+\int_{\Sigma} T_{g} d \sigma_{h}
$$

is a conformal invariant.
It is well known that the mean curvature is the associated boundary curvature to the scalar curvature on $M$, and that the pair $(R, H)$ is conformally covariant. From the PDE point of view, these arise from a boundary value problem for the conformal Laplacian (see (3.1) below). If one considers instead fourth-order equations on manifolds with boundary, the couple $(Q, T)$ is the natural generalization of the pair $(R, H)$, and has been well studied: for the construction of constant $Q$-curvature metrics with vanishing $T$-curvature, see [56], while the constant $T$-curvature problem was considered in [57]. A $Q$-curvature flow on manifolds with boundary was analyzed in [58]. In the particular case of $\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ sharp Sobolev trace inequalities for the curvature $T$ were proved in [1].

In addition, the pair $(Q, T)$ controls topology in the 4 -dimensional setting. More precisely, there is a Chern-Gauss-Bonnet formula analogous to (1.3) for 4 -manifolds with boundary [19]:

$$
\begin{equation*}
8 \pi^{2} \chi(M)=\int_{M}\left(\frac{|W|_{g}^{2}}{4}+Q_{g}\right) d v_{g}+\int_{\Sigma}\left(T_{g}-\frac{2}{3} \operatorname{tr} I I_{0}^{3}\right) d \sigma_{h} \tag{1.17}
\end{equation*}
$$

If $M$ is a l.c.f. manifold with umbilic boundary, this formula greatly simplifies:

$$
\begin{equation*}
8 \pi^{2} \chi(M)=\int_{M} Q_{g} d v_{g}+\int_{\Sigma} T_{g} d \sigma_{h} \tag{1.18}
\end{equation*}
$$

Our first result in the boundary case is a classification statement based on the injectivity of the developing $\operatorname{map} \Phi: M \rightarrow \mathbb{S}^{4}$ for a l.c.f. manifold, thus partially generalizing the seminal work by Schoen-Yau [63], [64, Chapter VI] to manifolds with boundary. We observe that the umbilicity assumption in the Theorem is a natural one, since it is a conformal invariant property.
We denote by $\mathcal{Y}[g]$ Yamabe invariant for manifolds with boundary (see (3.4) for its precise expression). It is the natural generalization of (1.7), thus with a slight abuse of notation we denote it by the same letter.

Theorem 1.2. Let $M$ be a compact, orientable, l.c.f. Riemannian 4-manifold with umbilical boundary $\Sigma=\partial M$. Then,
a. If $M$ is simply connected and $\Sigma$ has one connected component, then $M$ is conformally equivalent to a half-sphere

$$
\mathbb{S}_{+}^{4}=\left\{\left(z_{0}, \ldots, z_{4}\right) \in \mathbb{R}^{5}:|z|=1, z_{0} \geq 0\right\}
$$

b. If $M$ is not necessarily simply connected, but $\chi(M)=1$ and $\mathcal{Y}[g]>0$, then the same conclusion holds [62].
c. Assume that $M$ is simply connected, $\Sigma$ has exactly two connected components, $R_{g}>0$ and $Q_{g}>0$. Then $M$ is conformally equivalent to an annulus in $\mathbb{R}^{4}$, that can be chosen as

$$
\mathcal{A}_{\rho}:=\left\{x \in \mathbb{R}^{4}: \rho \leq|x| \leq 1\right\} \quad \text { for some } \rho \in(0,1)
$$

We remark that statement a. of the previous theorem follows from a classical doubling argument and it has been already studied in the literature. On the other hand, statement b. above was proved by Raulot [62] and we include it here for completeness. Thus our main contribution is statement c. for the annulus case, which is partly inspired in the work of Chang, Hang and Yang [18] for closed manifolds of positive $Q$-curvature.
Part a. may be understood as a 4-dimensional version of the classical Riemann mapping theorem in the plane. For the multiply connected case, part c. tells us that we cannot map two double-connected regions $M$ and $M^{\prime}$ unless they share the same $\rho$. This is a very similar behavior to what happens in two dimensions, since two ring regions in the plane can only be mapped to one another unless they have the same extremal distance or conformal modulus, which is a conformal invariant quantity. This notion goes back to Ahlfors [2] (see also, for instance, the more modern exposition of [49]).

The proof of Theorem 1.2 also relies in the study of the developing map. A conformally invariant quantity, that will be relevant in analyzing this developing map was defined by Escobar and it is the analogue of the Yamabe invariant for manifolds with boundary. This invariant is crucial in the so-called Yamabe problem with boundary, which seeks a conformal metric on $M$ to a given one that has constant scalar curvature and
zero mean curvature on the boundary. The Yamabe problem with boundary was solved in many cases by Escobar in [26] (in particular, in dimension four which suffices for our purposes). Related work can be found in $[24,41,4,54,10]$ from the variational point of view, and $[9,3]$ for flow-type methods.
Note in addition that since the right hand side of (1.18) is conformally invariant, it is convenient to take Escobar's solution as a background metric in $M$ and in this particular case, $T \equiv 0$.

Our final goal in this paper is to understand the properties and eigenvalues of the third-order boundary operator $B_{g}^{3}$. To this operator we need to associate a second boundary condition, so we will work on the class of functions

$$
\mathcal{U}_{0}=\left\{u: \bar{M} \rightarrow \mathbb{R}: u \text { smooth, } \partial_{\eta} u=0 \text { on } \Sigma\right\} .
$$

In this class the energy functional reduces to

$$
\begin{equation*}
\mathcal{E}_{g}^{M}[u]=\int_{M}\left(\Delta_{g} u\right)^{2} d v_{g}+\int_{M}\left(2 J g_{a b}-4 A_{a b}^{g}\right) \nabla^{a} u \nabla^{b} u d v_{g}+\frac{2}{3} \int_{\Sigma} H|\tilde{\nabla} u|_{h}^{2} d \sigma_{h}-2 \int_{\Sigma}\left(I I_{0}\right)_{i j} \tilde{\nabla}^{i} u \tilde{\nabla}^{j} u d \sigma_{h} \tag{1.19}
\end{equation*}
$$

Thus we would like to study the boundary eigenvalue problem

$$
\begin{align*}
P_{g} u & =0 \text { in } M,  \tag{1.20}\\
B_{g}^{1} u & =0 \text { on } \Sigma,  \tag{1.21}\\
B_{g}^{3} u & =\lambda u \text { on } \Sigma . \tag{1.22}
\end{align*}
$$

It is possible to show that there exists an increasing sequence of eigenvalues

$$
\lambda_{0}^{g} \leq \lambda_{1}^{g} \leq \lambda_{2}^{g} \leq \ldots
$$

A straightforward calculation from the models yields a statement about the positivity of $B_{g}^{3}$ :
Corollary 1.3. In all cases a., b., c. in Theorem 1.2 above we have $\lambda_{0}^{g}=0$ and the corresponding eigenspace consists only of constant functions.
This implies, in particular, that $\lambda_{1}^{g}>0$ may be characterized by the following Rayleigh-type quotient:

$$
\begin{equation*}
\lambda_{1}^{g}=\min _{\mathcal{U}_{0}: \int_{\Sigma} u=0} \frac{\mathcal{E}_{g}^{M}[u]}{\int_{\Sigma} u^{2} d \sigma_{h}} \tag{1.23}
\end{equation*}
$$

The question of positivity of $B_{g}^{3}$ has also been analyzed in other contexts, see for example the work in [15].
Now we look at the min-max problem for $\lambda_{1}^{g}$. Our main Theorem is the four-dimensional generalization of (1.12), which may be applied to manifolds satisfying the hypothesis of Theorem 1.2:

Theorem 1.4. We get the following bounds for $\lambda_{1}^{g}>0$ :
a. If $M$ is conformally equivalent to a half-sphere $\mathbb{S}_{+}^{4}$,

$$
\lambda_{1}^{g} \operatorname{Vol}(\Sigma) \leq 24 \pi^{2}
$$

and it is attained at a flat disk.
b. If $M$ is conformally equivalent to an annulus $\mathcal{A}_{\rho}$ (with boundaries $\Sigma_{1}, \Sigma_{\rho}$ ),

$$
\begin{equation*}
\lambda_{1}^{g} \operatorname{Vol}(\Sigma) \leq c\left(\rho, \frac{\operatorname{Vol}\left(\Sigma_{\rho}\right)}{\operatorname{Vol}\left(\Sigma_{1}\right)}\right) \tag{1.24}
\end{equation*}
$$

where this is a constant can be explicitly computed.
In addition, there is $\rho^{*}>0$ such that for $\rho \leq \rho^{*}$ the bound is sharp.
The bounds of the previous theorem are obtained by comparison with explicit computations in two types of model manifolds: a 4 -dimensional ball and 4-dimensional annuli (see Section 5). The computations in the ball model are a are straightforward and provide optimal bounds. On the other hand, the precise calculations for the annuli are based on the ideas in [27], and although elementary, they soon become quite technical.

Finally, we make some bibliographical remarks on related eigenvalue problems. For a general introduction to boundary value problems for fourth-order operators we refer to the monograph [31]. Many versions of (fourth-order) eigenvalue problems in which the eigenvalue appears in the boundary condition have appeared in the literature $[13,11,53,32,12,47]$. These are known as biharmonic Steklov eigenvalue problems. One particular application of this is to study suitable boundary conditions for the Cahn-Hilliard equation. This is a model that describes phase separation processes of binary mixtures by a non-linear fourth-order equation. In recent years, several types of dynamic boundary conditions have been proposed in order to account for the interactions of the material with the solid wall and, in particular, third order boundary conditions play an essential role in the model $[52,46]$.

The organization of the paper is as follows: In Section 2 we discuss the eigenvalue problem for the Paneitz operator on closed manifolds and we prove Theorem 1.1. In Section 3 we discuss preliminary notions that are necessary in the proof the classification Theorem 1.2 , that is finally proved in Section 4. Particular geometric models are analyzed in more detail in Section 5 and in the Appendix. We finally prove Corollary 1.3 and Theorem 1.4 in Section 6.
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## 2. The closed case

In this section we give the proof of Theorem 1.1, which we summarize here: first, the positive curvature assumption allow us to control the topology of $M$ and, either $M$ is conformally equivalent to a sphere $\mathbb{S}^{4}$, or $M$ is covered by a cylinder $\mathbb{R} \times \mathbb{S}^{3}$. In the first case, we can obtain an upper bound for $\lambda_{1}$ using the scheme in Yang-Yau [71] , which is based on a trick by Hersch [42]. Hersch's idea is to use the coordinate functions of the embedding as test functions in the Rayleigh quotient (1.9). A modification of this strategy yields the cylinder case too.

We recall now some facts about locally conformally flat (l.c.f.) manifolds; for additional background, we refer to the book [64, Chapter VI]. A Riemannian metric $g$ on a smooth manifold $M$ is called l.c.f. if for every point $p \in M$, there exists a neighbourhood $U$ of $p$ and a smooth function $f$ on $U$ such that the metric $e^{2 f} g$ is flat on $U$. Note that, in dimension 4, a Riemannian manifold is locally conformally flat if and only if the Weyl tensor $W$ vanishes.

We assume, to start with, that $M$ is a simply connected, closed, compact, l.c.f. manifold of dimension $n$. Liouville's theorem [64, Theorem 1.6 in Chapter VI] allows us to patch all these neighborhoods to obtain a globally defined conformal immersion $\Phi: M \rightarrow \mathbb{R}^{n}$ (or equivalently, $\Phi: M \rightarrow \mathbb{S}^{n}$ by stereographic projection), such that the locally conformally flat structure of $M$ is induced by $\Phi$. The function $\Phi$ is called the developing map and it is unique up to conformal transformations of $\mathbb{S}^{n}$.

Note that a simple topological argument yields the well known characterization result by Kuiper [48] (see also the notes [45] for remarks on regularity). Indeed, $\Phi(M)$ is at the same time open and closed in $\mathbb{S}^{n}$. More precisely:

Theorem 2.1 (Kuiper [48]). Any n-dimensional closed simply-connected locally conformally flat manifold is conformally equivalent to $\mathbb{S}^{n}$.

Proof of Theorem 1.1.i. By our previous discussion, there is a bijective conformal embedding $\Phi:\left(M^{4}, g\right) \rightarrow$ $\left(\mathbb{S}^{4}, g_{\mathbb{S}^{4}}\right)$, where $g_{\mathbb{S}^{4}}$ is the canonical metric on the sphere. We denote by $\left(z_{0}, z_{1}, \ldots, z_{4}\right)$ the coordinates of $\mathbb{S}^{4}$ in $\mathbb{R}^{5}$ and by $\Phi_{i}$ the $i$-th coordinate of the embedding $\Phi, i=0,1,2,3,4$.

In this setting, we must have $\lambda_{1}^{g}>0$ with $\operatorname{Ker}\left(P_{g}\right)=\{$ constants $\}$ since condition (1.8) is trivially satisfied on the sphere.

Let us check now that $\Phi_{i}$ is an admissible function for the Rayleigh quotient (1.9). A standard calibration argument (see Lemma 1.1 in [42] or page 107 in [34]) yields that we can choose the embedding satisfying

$$
\begin{equation*}
\int_{M} \Phi_{i} d v_{g}=0, \quad i=0, \ldots, 4 \tag{2.1}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lambda_{1}^{g} \int_{M} \Phi_{i}^{2} d v_{g} \leq \mathcal{E}_{g}^{M}\left[\Phi_{i}\right]=\mathcal{E}_{g_{S^{4}}}^{\Phi(M)}\left[z_{i}\right] \tag{2.2}
\end{equation*}
$$

Adding on $i$ we have

$$
\lambda_{1}^{g} \operatorname{Vol}(M) \leq \sum_{i=0}^{4} \mathcal{E}_{g_{\mathrm{S}^{4}}}^{\Phi(M)}\left[z_{i}\right]
$$

here we have used that $\sum_{i=0}^{4} \Phi_{i}^{2}=1$. Now recall that $\Phi: M \rightarrow \mathbb{S}^{4}$ is bijection and calculate, from the expression of the energy (1.10),

$$
\mathcal{E}_{g_{\mathbb{S}^{4}}}^{\mathbb{S}^{4}}\left[z_{i}\right]=\mu_{1}^{2} \int_{\mathbb{S}^{4}} z_{i}^{2} d v_{g_{\mathbb{S}^{4}}}+2 \int_{\mathbb{S}^{4}}\left|\nabla z_{i}\right|^{2} d v_{\mathbb{S}^{4}}=\left(\mu_{1}^{2}+2 \mu_{1}\right) \int_{\mathbb{S}^{4}} z_{i}^{2} d v_{g_{\mathbb{S}^{4}}} .
$$

Here $\mu_{1}=4$ is the first non-zero eigenvalue of the (minus) Laplace-Beltrami operator on $\mathbb{S}^{4}$. Thus we conclude

$$
\sum \mathcal{E}_{g_{\mathbb{S}^{4}}}^{\Phi(M)}\left[z_{i}\right]=8 \operatorname{Vol}\left(\mathbb{S}^{4}\right)=64 \pi^{2}
$$

and that this bound is sharp, since the coordinate functions are already eigenfunctions. This completes the proof.

We next consider the non-simply connected case; in the l.c.f. 4-dimensional setting it turns out that positive curvature gives information about the topology. Since the Weyl term vanishes for l.c.f manifolds, under the assumption $\kappa_{g} \geq 0$, the Gauss-Bonnet formula (1.3) implies that $\chi(M) \geq 0$. The classification of such manifolds according to the Euler characteristic was studied by Gursky in [35, Theorem A]: if $M$ is a compact 4 - or 6 -dimensional manifold which admits a l.c.f. of non-negative scalar curvature $g$, then $\chi(M) \leq 2$. Furthermore, $\chi(M)=2$ if and only if $(M, g)$ is conformally equivalent to the sphere with its canonical metric, and $\chi(M)=1$ if and only if $(M, g)$ is conformally equivalent to projective space with its canonical metric. The remaining case $\chi(M)=0$ was characterized in [36, Corollary G]: if $(M, g)$ is a compact, l.c.f. 4-manifold with $Y[g]>0$ and $\chi(M)=0$, then $(M, g)$ is conformal to a quotient of the cylinder $\mathbb{R} \times \mathbb{S}^{3}$.

A related result was proven by Chang, Hang and Yang [18, Corollary 1.2]. More precisely, if $M$ has positive scalar curvature and positive $Q$-curvature, then $M$ is conformally equivalent to a quotient of the sphere. Note that if we remove the positive $Q$-curvature assumption one may construct examples of manifolds that are conformally equivalent to $\mathbb{S}^{4} \backslash\left\{p_{1}, \ldots, p_{N}\right\}$ (see [18, Theorem 1.3] and the discussion there).
As a side remark, closed, flat manifolds are isometric to $\mathbb{R}^{n} / \Gamma$, for $\Gamma$ a Bieberbach group. A short overview on Bieberbach manifolds can be found in [6, Section 4.1].

Proof of Theorem 1.1.ii. It follows as part $i$. taking into account that $M$ is orientable.
Now we deal with the remaining case in which $M$ is (conformally) covered by a cylinder $\mathbb{R} \times \mathbb{S}^{3}$. These manifolds have been studied in [43], [44, Chapter 11]. It is known that a closed 4 -manifold $M$ is covered by $\mathbb{R} \times \mathbb{S}^{3}$ if and only if $\pi_{1}=\pi_{1}(M)$ has two ends and $\chi(M)=0$. Its homotopy type is then determined by $\pi_{1}$ and the first nonzero $k$-invariant $k(M)$. While all the possible subgroups of $\pi_{1}\left(\mathbb{R} \times \mathbb{S}^{3}\right)$ are well known, there is not a complete classification of which manifolds can be actually realized with such fundamental groups (see also [40] for examples of quotients with positive curvature). In any case, we assume that the fundamental domain $\Omega:=\Phi(M)$ is exactly a region $[0, \varrho) \times \mathbb{S}^{3}$ of $\mathbb{R} \times \mathbb{S}^{3}$ for some $\varrho>0$, with periodicity in the real variable.

Proof of Theorem 1.1.iii. Note first that condition (1.8) for positivity of $\lambda_{1}^{g}$ is trivially satisfied by our hypothesis.
To construct suitable test functions we consider the coordinates on the sphere $\mathbb{S}^{3}$ and use a variation of Hersch's calibration method in [42]. More precisely, if $\left(t, y_{1}, y_{2}, y_{3}, y_{4}\right) \in[0, \varrho) \times \mathbb{S}^{3}$ we take $\left(y_{1}, y_{2}, y_{3}, y_{4}\right) \in \mathbb{S}^{3}$, and apply a Moebius transformation $\varphi_{p, \delta}$ of $\mathbb{S}^{3}$ which is induced by dilations on the tangent plane at a point $p \in \mathbb{S}^{3}$. We briefly sketch Hersch's argument to show that by his procedure we can find $p \in \mathbb{S}^{3}$ and $\delta \in(0,1]$ such that

$$
\begin{equation*}
\int_{M} x_{i} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}} d v_{g}=0 \quad \text { for } \quad i \in\{1,2,3,4\} . \tag{2.3}
\end{equation*}
$$

Here $x_{i}$ is the $i$-th coordinate function on $\mathbb{S}^{3}$ and $\Psi_{\mathbb{S}^{3}}$ the projection onto $\mathbb{S}^{3}$ of the conformal embedding of $M$ into $[0, \varrho) \times \mathbb{S}^{3}$. Let

$$
F_{i}(p, \delta)=\int_{M} x_{i} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}} d v_{g}
$$

and $F=\left(F_{1}, F_{2}, F_{3}, F_{4}\right) \in \mathbb{R}^{4}$. Note first that $F \rightarrow p \operatorname{Vol}(M)$ as $\delta \rightarrow 0$ and, in particular, the surface $F(\cdot, \delta)$ tends a sphere of radius $\operatorname{Vol}(M)$ that does not touch the origin. On the other hand, $F(p, 1)$ is a fixed point independent of $p$, while for any given $\delta \in(0,1), F(\cdot, \delta)$ is an immersed 3 -dimensional surface on $\mathbb{R}^{4}$ that is continuous in $\delta$. If $F(p, 1)$ is 0 we already have the desired transformation, otherwise, a continuity argument in $\delta$ and $p$ implies that there are $p \in \mathbb{S}^{3}$ and $\delta \in(0,1)$ such that $F(p, \delta)$ agrees with the origin, which is precisely (2.3). Note, in addition, that

$$
\sum_{i=1}^{4}\left(x_{i} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}}\right)^{2}=1,
$$

which yields

$$
\lambda_{1}^{g} \operatorname{Vol}(M) \leq \sum_{i=1}^{4} \mathcal{E}_{g_{\mathbb{R} \times \mathbb{S}^{3}}^{\Phi}}^{\Phi(M)}\left[x_{i} \circ \varphi_{p, \delta}\right],
$$

here we used that the energy is a conformal invariant. To complete the proof we explicitly compute the energy of these transformations and maximize our computation in $\delta \in[0,1]$. By symmetry, it is enough to consider the Moebius transformations with $p=S$ the the South pole, which are given by

$$
\varphi_{p, \delta}\left(\hat{y}, y_{4}\right)=\left(\frac{2 \delta \hat{y}}{\left(1-y_{4}\right)+\delta^{2}\left(1+y_{4}\right)}, \frac{y_{4}-1+\delta^{2}\left(1+y_{4}\right)}{\left(1-y_{4}\right)+\delta^{2}\left(1+y_{4}\right)}\right),
$$

where we write $\hat{y}=\left(y_{1}, y_{2}, y_{3}\right)$. Then, denoting by $\varphi^{i}$ the $i$-th coordinate of $\varphi_{p, \delta}\left(\hat{y}, y_{4}\right)$ (or equivalently, $\left.x_{i} \circ \varphi_{p, \delta}\right)$ and $f\left(y_{4}, \delta\right)=\frac{1}{\left(1-y_{4}\right)+\delta^{2}\left(1+y_{4}\right)}$, the energy is given by

$$
\begin{aligned}
\sum_{i=1}^{4} E_{g_{[0, e) \times \mathbb{S}^{3}}^{\Phi(M)}}\left[x_{i} \circ \varphi_{p, \delta]}\right]=\int_{[0, \rho) \times \mathbb{S}^{3}} 4 \delta^{2} f^{2}|\hat{y}|^{2}[3 & \left.+5 y_{4}\left(1-\delta^{2}\right) f-2\left(1-\delta^{2}\right)^{2}\left(1-y_{4}^{2}\right) f^{2}\right]^{2} \\
& +16 \delta^{4} f^{4}\left[3 y_{4}-2\left(1-y_{4}^{2}\right)\left(1-\delta^{2}\right) f\right]^{2} d \mu_{M}
\end{aligned}
$$

To obtain a uniform bound in $\delta$ for this energy, we parametrize $\mathbb{S}^{3}$ by $(\sin \phi \omega, \cos \phi)$, where $\omega \in \mathbb{S}^{2}$ and $\phi \in[0, \pi)$. Then the volume element is given by $\sin ^{2} \phi \mu_{\mathbb{S}^{2}}$, where $\mu_{\mathbb{S}^{2}}$ is the volume element of $\mathbb{S}^{2}$,

$$
\begin{aligned}
\sum_{i=1}^{4} E_{g_{[0, \varrho) \times 5^{3}}^{\Phi(M)}}\left[x_{i} \circ \varphi_{p, \delta}\right] & =16 \delta^{2} \pi \varrho \int_{0}^{\pi} f^{2} \sin ^{4} \phi\left[3+5 \cos \phi\left(1-\delta^{2}\right) f-2\left(1-\delta^{2}\right)^{2} f^{2} \sin ^{2} \phi\right]^{2} d \phi \\
& +64 \delta^{4} \pi \varrho \int_{0}^{\pi} f^{4} \sin ^{2} \phi\left[3 \cos \phi-2 \sin ^{2} \phi\left(1-\delta^{2}\right) f\right]^{2} d \phi,
\end{aligned}
$$

and $f(\phi, \delta)=\frac{1}{1-\cos \phi+\delta^{2}(1+\cos \phi)}$. As $\delta \rightarrow 1$, it is easy to verify that

$$
f \rightarrow \frac{1}{2} \quad \text { and } \quad \sum_{i=1}^{4} E_{g_{[0, e) \times \mathbb{S}^{3}}^{\Phi(M)}}\left[x_{i} \circ \varphi_{p, \delta]}\right] \rightarrow 18 \pi^{2} \varrho .
$$

To study the behavior for $\delta$ small we observe that

$$
E_{g_{[0, \varrho) \times \mathbb{S}^{3}}^{\Phi(M)}}^{\Phi\left(x_{i} \circ \varphi_{p, \delta}\right] \leq C \varrho \pi \int_{0}^{\pi} f^{4} \sin ^{4} \phi d \phi . . . . . . .}
$$

Since $f$ is decreasing in $\delta$, we have that $f(\cos \phi, \delta) \leq \frac{1}{1-\cos \phi}$ and $f \sin ^{2} \phi \leq(1+\cos \phi) \leq 2$. Then,

$$
E_{g_{[0, \varrho) \times \mathbb{S}^{3}}^{\Phi(M)}}\left[x_{i} \circ \varphi_{p, \delta}\right] \leq C \delta^{2} \varrho \pi \int_{0}^{\pi} f^{2} d \phi \leq C \frac{\varrho \pi}{\delta}
$$

The constants and the full energy can be explicitly computed, but we avoid it here for simplicity.
Now we use Condition (1.11) to find a lower bound for $\delta$. Again, for simplicity we assume that the Moebius transformation is centered at the South pole $p=S$. With a slight abuse of notation we identify $\mathcal{B}_{\delta}(N)=\Psi^{-1}\left(\mathcal{B}_{\delta}(N)\right)$, where $N$ is the North pole.
Then (2.3) yields

$$
\int_{M \cap \mathcal{B}_{\delta}^{c}(N)} x_{4} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}} d v_{g}=-\int_{M \cap \mathcal{B}_{\delta}(N)} x_{4} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}} d v_{g}
$$

Observe that $y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right) \in \mathcal{B}_{\delta}(N)$ implies that $0 \leq 1-y_{4}<C \delta$. Then for $\left(y_{1}, y_{2}, y_{3}, y_{4}\right) \in \mathcal{B}_{\delta}^{c}(N)$ it holds that $0 \leq y_{4} \circ \varphi_{p, \delta}(y)+1 \leq C \delta$, and

$$
\begin{aligned}
-\int_{M \cap \mathcal{B}_{\delta}(N)} x_{4} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}} d v_{g} & =\int_{M \cap \mathcal{B}_{\delta}^{c}(N)}\left(1+x_{4} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}}\right) d v_{g}-\operatorname{Vol}_{M}\left(M \cap \mathcal{B}_{\delta}^{c}(N)\right) \\
& \leq(C \delta-1) \operatorname{Vol}_{M}\left(M \cap \mathcal{B}_{\delta}^{c}(N)\right)
\end{aligned}
$$

Since $\left|x_{4} \circ \varphi_{p, \delta} \circ \Psi_{\mathbb{S}^{3}}\right| \leq 1$, we conclude that

$$
-\operatorname{Vol}_{M}\left(M \cap \mathcal{B}_{\delta}(N)\right) \leq(C \delta-1) \operatorname{Vol}_{M}\left(M \cap \mathcal{B}_{\delta}^{c}(N)\right)
$$

Using condition (1.11) we have that if $\delta<\delta_{0}$ then

$$
1-\varepsilon \leq 1-\frac{\operatorname{Vol}_{M}\left(M \cap \mathcal{B}_{\delta}(N)\right)}{\operatorname{Vol}_{M}\left(M \cap \mathcal{B}_{\delta}^{c}(N)\right)} \leq \delta
$$

This concludes the proof.
Finally, we point out that test functions need to be periodic in the $t \in[0, \varrho)$ variable since $[0, \varrho) \times \mathbb{S}^{3}$ is the fundamental domain of a quotient. Note, in addition, that the transformations $\varphi_{p, \delta}$ are periodic in $t$, but not conformal on the cylinder. Nonetheless, they provide suitable test functions for which the energy can be explicitly computed.

In Lemma 5.1 we will calculate the precise eigenvalue for the canonical metric in $[0, \varrho) \times \mathbb{S}^{3}$, which shows, on the one hand, that our bound is far to be sharp when $\varrho \rightarrow \infty$ and, on the other hand, justifies the need of some geometric condition such as (1.11) when $\varrho \rightarrow 0$. Indeed, the lowest positive eigenvalue is

$$
\left[\left(2+\left(\frac{2 \pi}{\varrho}\right)^{2}\right]^{2}-4\right.
$$

## 3. PRELIMINARIES ON THE BOUNDARY CASE

3.0.1. Escobar's problem. Here we recall some background on the Yamabe invariant for manifolds with boundary. We use the notation from Subsection 1.1 in the $\operatorname{Introduction.~Let~}(M, g)$ be a compact, $n$ dimensional, Riemannian manifold with boundary $\Sigma=\partial M$, and let $h$ be the restriction of the metric $g$ to the boundary. The first observation is that the conformal Laplacian on $M$ can be associated to a boundary operator $N_{g}$ on $\Sigma$. We set

$$
\left\{\begin{array}{l}
L_{g} u:=-\Delta_{g} u+\frac{n-2}{4(n-1)} u \quad \text { in } M  \tag{3.1}\\
N_{g} u:=\partial_{\eta} u+\frac{n-2}{2} H_{g} u \quad \text { on } \Sigma
\end{array}\right.
$$

We note that $N$ plays the role of a Neumann (more precisely, Robin) condition. The most important property for this system is that the couple $(L, N)$ is conformally covariant. Indeed, for a conformal change $g_{u}=u^{\frac{4}{n-2}} g$ we have

$$
\begin{align*}
& L_{g_{u}}\left(u^{-1} \phi\right)=u^{-\frac{n+2}{n-2}} L_{g} \phi \quad \text { in } M,  \tag{3.2}\\
& N_{g_{u}}\left(u^{-1} \phi\right)=u^{-\frac{n}{n-2}} N_{g} \phi \quad \text { on } \Sigma .
\end{align*}
$$

The Yamabe problem for manifolds with boundary asks to find a conformal metric to $g$ with constant scalar curvature on $M$ and zero mean curvature on $\Sigma$. In PDE language we look for a positive solution to

$$
\left\{\begin{array}{l}
L_{g} u=c u^{\frac{n+2}{n-2}} \quad \text { in } M,  \tag{3.3}\\
N_{g} u=0 \quad \text { on } \Sigma .
\end{array}\right.
$$

This problem was first studied by Escobar [26]. He solved it in many cases, including the 4 -dimensional, l.c.f., umbilic boundary case which is the setting of this paper. More precisely, a solution may be found using variational methods for the following Yamabe invariant

$$
\begin{equation*}
\mathcal{Y}[g]=\inf \left\{\mathcal{R}_{g}[u]: u \in W^{1,2}(M), u \not \equiv 0\right\} \tag{3.4}
\end{equation*}
$$

where

$$
\mathcal{R}_{g}[u]=\frac{\int_{M} u L_{g} u d v_{g}}{\left(\int_{M} u^{\frac{2 n}{n-2}} d v_{g}\right)^{\frac{n-2}{n}}}=\frac{\int_{M}\left(|\nabla u|_{g}^{2}+\frac{n-2}{4(n-1)} R_{g} u^{2}\right) d v_{g}+\frac{n-2}{2} \int_{\Sigma} H_{g} u^{2} d \sigma_{h}}{\left(\int_{M} u^{\frac{2 n}{n-2}} d v_{g}\right)^{\frac{n-2}{n}}} .
$$

It is well known that a (positive) solution exists if $\mathcal{Y}[g]<\mathcal{Y}\left[g_{\mathbb{S}_{+}^{n}}\right]$, and that if equality is attained then $M$ is already diffeomorphic to the model $\mathbb{S}_{+}^{n}$. In addition, the sign of $\mathcal{Y}[g]$ coincides with the sign of the first eigenvalue for the conformal Laplacian on $M$ (coupled with the boundary condition $N_{g} u=0$ ).
Remark 3.1. In the following, we may assume without loss of generality that our background metric $g$ has constant scalar curvature and zero mean curvature on the boundary.
3.0.2. Raulot's Theorem. In this subsection we recall the following theorem of Raulot [62] in dimensions 4 and 6 :

Theorem 3.2 ([62]). Let n be 4 or 6 , and let $M$ be an n-dimensional l.c.f. manifold with umbilical boundary. Assume that the Yamabe invariant satisfies $\mathcal{Y}[g] \geq 0$. Then the Euler characteristic satisfies the bound $\chi(M) \leq 1$. In addition, if $\chi(M)=1$ and $\mathcal{Y}[g]>0$, then $(M, g)$ is conformally equivalent to the standard half-sphere $\mathbb{S}_{+}^{n}$.
Note that this immediatly yields part b. of Theorem 1.2.

## 4. Boundary case: Proof of Theorem 1.2

In this section we prove Theorem 1.2. We recall that in the locally conformally flat setting there exists a conformal map $\Phi: M \rightarrow \mathbb{S}^{4}$ (the developing map). The key ingredient of our result is the injectivity of such map $\Phi$ under hypotheses of Thereom 1.2.
4.1. One boundary component. We begin by proving the following result.

Proposition 4.1. Let $(M, g)$ be a simply connected, compact, l.c.f. 4-dimensional Riemannian manifold with umbilic boundary $\Sigma$. Assume that $\Sigma$ has one connected component, then the developing map $\Phi: M \rightarrow \mathbb{S}^{4}$ is injective and thus, a diffeomorphism onto its image.
Proof. In this situation the injectivity of the developing map relies on a classical doubling argument. We follow the presentation of Spiegel [65] to describe the construction.
Consider the doubling of the manifold $M$ defined as $\hat{M}=M \cup(-M)$, where we write $-M$ for a second copy of $M$ that is distinguished from $M$ itself (for instance by taking $M \times\{1\}$ and $M \times\{-1\}$ ). Here the manifold $M$ and its copy $-M$ are identified at their boundaries $\Sigma$ and hence $\hat{M}$ is a closed manifold (see [69, Chapter 5] for more details). Since $\Sigma=\partial M \subset \hat{M}$ is umbilic, and this is a conformal invariant property, the image of $\Sigma$ must be umbilic in $\mathbb{S}^{4}$, thus it must be contained in a hypersphere of $\mathbb{S}^{4}$. Now, since $\left.\Phi\right|_{\Sigma}$ is a
local diffeomerphism from a compact manifold to a simply connected manifold, we have that $\left.\Phi\right|_{\Sigma}$ is actually diffeomorphism. Composing with a Möbius transformation of $\mathbb{S}^{4}$, if necessary, we may assume that $\Phi(\Sigma)$ is the equator $\left\{z=\left(z_{0}, \ldots, z_{4}\right) \in \mathbb{S}^{4} \subset \mathbb{R}^{5} ; z_{0}=0\right\}$.
Now take the odd extension of $\Phi$ to $\hat{M}$, as follows:

$$
\hat{\Phi}(p):=\left(\hat{\Phi}_{0}(p), \ldots, \hat{\Phi}_{4}(p)\right),
$$

where $\hat{\Phi}_{i}(p)=\Phi_{i}(p)$ for $i=1, \ldots, 4$ and

$$
\hat{\Phi}_{0}(p)=\left\{\begin{array}{l}
\Phi_{0}(p) \text { if } p \in M \\
-\Phi_{0}(p) \text { if } p \in-M
\end{array}\right.
$$

Now, by a straightforward connectedness argument again, we conclude that $\hat{\Phi}: \hat{M} \rightarrow \mathbb{S}^{4}$ is a diffeomorphism and thus, $\Phi$ is injective, as desired.

Proof of Theorem 1.2.a. From the proof above we have (perhaps after a Moebius transformation) that $\Phi(\Sigma)$ is an equator. Since $\Phi: \hat{M} \rightarrow \mathbb{S}^{4}$ is a bijective diffeormphism, then necessarily the restriction of $\Phi$ to $M$ maps the manifold diffeomorphically into a hemisphere $\mathbb{S}_{+}^{4}$.
4.2. Two boundary components. We now study the case with two boundaries. As explained in Section 3, we may choose a conformal metric on $M$ such that the scalar curvature $R$ is constant in $M$ and the boundary is umbilic and minimal. Then, we can again consider again the doubling $\hat{M}$ of the manifold $M$ (following the same construction of Subsection 4.1) and using the result in the Appendix of [26] we have that $\hat{M}$ is smooth with Escobar's metric (and actually has a well characterized Green's function). Moreover, since $\hat{M}$ is a compact l.c.f. Riemannian manifold without boundary, the developing map $\Phi: \hat{M} \rightarrow \mathbb{S}^{4}$ exists.
We remark that the metric in the doubling $\hat{M}$, denoted by $\hat{g}$, can be taken to be $C^{2, \alpha}$ smooth. In addition, $R_{\hat{g}}>0$. Thus we can apply the results in [64, Theorem 4.1] to conclude that $\hat{M}$ is conformally equivalent to a quotient $\Omega / \Gamma$ for some domain $\Omega$ in $\mathbb{S}^{n}$.
Now we restrict to the image of $M$ by the developing map, denoted by $\Omega^{\prime}=\Phi(M)$. It is a subdomain in $\Omega$. The boundary of $\Omega^{\prime}$ can be written as $\Gamma:=\Phi(\Sigma) \cup \mathcal{B}$, where the latter is a set of branching points.
We first analyze the boundary $\Sigma=\partial M$, which we recall is umbilic and hence the image of $\Sigma$ must be umbilic in $\mathbb{S}^{4}$, that is, each component of $\Sigma$ must be contained in a hypersphere of $\mathbb{S}^{4}$. Now take into account that, for each connected component $\Sigma^{\prime}$ of $\Sigma,\left.\Phi\right|_{\Sigma^{\prime}}$ is a local diffeomorphism from a compact manifold to a simply connected manifold, so we must have that $\left.\Phi\right|_{\Sigma^{\prime}}$ is actually diffeomorphism. This implies that one can find a small neighborhood around $\Sigma$ in $M$ such that $\Phi$ is actually a local diffeomorphism and hence, no branching points can occur in this set.
To analyze $\mathcal{B}$ away from $\Phi(\Sigma)$, we consider $\Omega^{\prime}$ with the metric induced by the original metric $g$ in $M$ (not Escobar's). Since with the metric $g$ we assumed that the $Q$-curvature is positive, we can use the arguments in the proof of [18, Theorem 1.2] to conclude that the set $\mathcal{B}$ is empty. It is important to observe that this is possible since the proof of [18] is local around each point $x \in \mathcal{B}$ and we argued in the paragraph above that $\mathcal{B}$ is at a positive distance of $\Gamma$.
In summary, we conclude that $\Phi$ cannot have branching points and it is a local diffeomorphism. This in particular implies that $\hat{M}$ can be identified with a quotient of $\mathbb{S}^{4}$ and thus, by restricting the developing map $\Phi: \hat{M} \rightarrow \mathbb{S}^{4}$ to $M$ we have that the developing map of $M$ is injective.
We remark that, in fact, under our assumptions, the classical proof of injectivity for the developing map by Schoen-Yau [64] can be performed directly for manifolds with boundary since all the additional boundary integral terms that appear would vanish.

Proof of Theorem 1.2.c. Consider the developing map $\Phi: \hat{M} \rightarrow \mathbb{S}^{4}$. We have that $\Phi$ is a conformal diffeomorphism onto its image (regular at all points). Recall again the boundaries are assumed to be umbilic and hence their images are umbilic in $\mathbb{S}^{4}$. Now, since $\Phi: M \rightarrow \mathbb{S}^{4}$ is an immersion, three situations can occur:

- Both components of $\Sigma$ are mapped to the same great circle in $\mathbb{S}^{4}$.
- Each component of $\Sigma$ is mapped to two different great circles in $\mathbb{S}^{4}$ with non-empty intersection.
- Each component of $\Sigma$ is mapped to two different circles in $\mathbb{S}^{4}$ with empty intersection. Thus $\Phi(M)$ an annulus type region in $\mathbb{S}^{4}$ (or $\mathbb{R}^{4}$ by stereographic projection).
The first and second situations are ruled out by the injectivity of the developing map, thus we conclude that we are the third case and this finishes the proof of Theorem 1.2.c.


## 5. Explicit calculations in known models

In this section we provide the explicit solution to the eigenvalue problem (1.20)-(1.22) for a family of rotationally symmetric metrics.
In the particular case that $M$ is a flat ball $\mathbb{B}_{r_{1}}^{4}$ of radius $r_{1}$ in $\mathbb{R}^{4}$, and $\Sigma=\partial M$ the a sphere $\mathbb{S}_{r_{1}}^{3}$ with its canonical metric, we can simply write:

$$
\begin{align*}
& P_{0}=(-\Delta)^{2}, \\
& B_{0}^{1}=\partial_{r}, \\
& B_{0}^{3}=-\partial_{r} \Delta-2 \tilde{\Delta} \partial_{r}-\frac{2}{r_{1}} \tilde{\Delta}-\frac{1}{r_{1}^{2}} \partial_{r} . \tag{5.1}
\end{align*}
$$

However, for our purposes it is more convenient to rewrite these operators in cylindrical coordinates.
5.1. Cylindrical coordinates. First, we write the flat metric as

$$
\begin{equation*}
|d x|^{2}=d r^{2}+r^{2} d \theta^{2}=e^{-2 t}\left[d t^{2}+d \theta^{2}\right]=: e^{-2 t} g_{c}, \tag{5.2}
\end{equation*}
$$

where $r=e^{-t}$ is the radial variable, $d \theta^{2}$ is the canonical metric on $\mathbb{S}^{3}$, and $g_{c}$ the cylindrical metric on $X=\mathbb{R} \times \mathbb{S}^{3}$. Consider the spherical harmonic decomposition of $\mathbb{S}^{3}$. For this, let $\mu_{\ell}$ and $Y_{\ell}^{m}$ be the eigenvalues and eigenfunctions for $-\Delta_{\mathbb{S}^{3}}$, respectively. This is,

$$
\mu_{\ell}=\ell(\ell+2) \quad \text { and } \quad-\Delta_{\mathbb{S}^{3}} Y_{\ell}^{m}=\mu_{\ell} Y_{\ell}^{m}, \quad \ell=0,1, \ldots
$$

Then any function $u$ on $\mathbb{R} \times \mathbb{S}^{3}$ can be written as

$$
u(t, \theta)=\sum_{\ell, m} u_{\ell}(t) Y_{\ell}^{m}(\theta), \quad t \in \mathbb{R}, \theta \in \mathbb{S}^{3}
$$

In order to write the Paneitz operator $P$ with respect to the metric $g_{c}$, we observe that $P_{g_{c}}$ diagonalizes under this eigenfunction decomposition. Let $P^{(\ell)}$ its projection over the eigenspace $\left\langle Y_{\ell}^{m}\right\rangle$. Recalling again the conformal property (5.2), we have that

$$
\begin{align*}
P^{(\ell)} u_{\ell} & =\left.e^{-4 t}\left(-\Delta_{\mathbb{R}^{4}}\right)^{2}\right|_{\left\langle Y_{\ell}^{m}\right\rangle} u_{\ell}=r^{4}\left(\partial_{r r}+\frac{3}{r} \partial_{r}-\frac{\mu_{\ell}}{r^{2}}\right)\left(\partial_{r r}+\frac{3}{r} \partial_{r}-\frac{\mu_{\ell}}{r^{2}}\right) u_{\ell} \\
& =\left(\partial_{t t}-(2+\ell)^{2}\right)\left(\partial_{t t}-\ell^{2}\right) u_{\ell}, \tag{5.3}
\end{align*}
$$

after the change of variable $r=e^{-t}$.
We deal first with eigenfunctions for $P$ in $\mathbb{R} \times \mathbb{S}^{3}$ with its canonical metric $g_{c}$, that are $\varrho$-periodic in the variable $t$. More precisely:
Lemma 5.1. Non-constant $\varrho$-periodic eigenfunctions of $P^{(\ell)}$ are of the form

$$
u_{\ell}(t)=c_{1} \cos \left(\frac{2 \pi}{\varrho} t\right)+c_{2} \sin \left(\frac{2 \pi}{\varrho} t\right)
$$

for an eigenvalue

$$
\lambda_{\ell}^{c}=\left[\left(2+2 \ell+\ell^{2}\right)+\left(\frac{2 \pi}{\varrho}\right)^{2}\right]^{2}-\left(4+8 \ell+4 \ell^{2}\right) .
$$

The proof will be postponed to the Appendix.
Now let us consider $P_{g_{c}}$ when $M$ is a ball of radius $r_{1}$. The corresponding boundary operators on the boundary $\Sigma=\mathbb{S}_{r_{1}}^{3}$, which in $t$ coordinates is $\Sigma=\left\{t=-\log r_{1}\right\}$, will be denoted by $B_{r_{1}}^{1}$ and $B_{r_{1}}^{3}$. From the conformal change $g_{c}=e^{2 t}|d x|^{2}$ we have

$$
B_{r_{1}}^{1} u=\left.e^{-t} B_{0}^{1} u\right|_{r=r_{1}}=-\left.\partial_{t} u\right|_{t=-\log r_{1}},
$$

and

$$
\begin{equation*}
B_{r_{1}}^{3,(\ell)} u_{\ell}=\left.e^{-3 t} B_{0}^{3} u_{\ell}\right|_{\left\langle Y_{\ell}^{m}\right\rangle, r=r_{1}}=\left.\left\{\partial_{t t t}-\left(3 \mu_{\ell}+3\right) \partial_{t}\right\} u_{\ell}\right|_{t=-\log r_{1}}, \tag{5.4}
\end{equation*}
$$

where we have denoted by $B_{r_{1}}^{3,(\ell)}, \ell=0,1, \ldots$ the projection over spherical harmonics of $B_{r_{1}}^{3}$.
We next take a new metric in $M$ given by $g_{f}=e^{2 f} g_{c}$ for a radially symmetric conformal factor $f$. The Paneitz operator with respect to the metric $g_{f}$ on $M$ will be denoted by $P_{f}$, and the corresponding boundary operators on $\Sigma$ by $B_{f}^{1}, B_{f}^{3}$. By the conformal property of the operators, we have

$$
\begin{align*}
& P_{f} u=e^{-4 f} P^{g_{c}}, \\
& B_{f}^{1} u=\left.e^{-f} B_{r_{1}}^{1} u\right|_{t=-\log r_{1}} \\
& B_{f}^{3,(\ell)} u_{\ell}=\left.e^{-3 f}\left\{\partial_{t t t}-\left(3 \mu_{\ell}+3\right) \partial_{t}\right\} u_{\ell}\right|_{t=-\log r_{1}}, \tag{5.5}
\end{align*}
$$

5.2. Eigenvalues for the (unit) ball. Let $M$ be the unit ball in $\mathbb{R}^{4}$, parameterized in cylindrical coordinates (here $t \in[0,+\infty)$ ). We take a conformally flat metric $g_{f}=e^{2 f} g_{c}$, where $f$ only depends on the radial variable $t$. We normalize $e^{f(0)}=1$, which is the same as normalizing the volume of the boundary sphere to $2 \pi^{2}$. After projection over spherical harmonics we obtain,
Lemma 5.2. In this setting, eigenvalues for (1.20)-(1.22) are given by

$$
\lambda_{\ell}=4(\ell+2) \quad \text { for } \quad \ell \geq 1, \quad \lambda_{0}=0,
$$

with associated eigenfunctions

$$
\begin{equation*}
u_{\ell}(t) Y_{\ell}^{m} \quad \text { for } \ell=1,2, \ldots, \quad \text { and } \quad u_{0}(t)=1 \tag{5.6}
\end{equation*}
$$

where

$$
u_{\ell}(t)=\frac{(\ell+2)}{2 \ell} e^{-\ell t}-\frac{e^{-(\ell+2) t}}{2}
$$

The proof will be postponed to the Appendix.
5.3. Radially symmetric metrics in an annulus. We now let $\mathcal{A}_{\rho}=\{\rho \leq r \leq 1\}$ be an annulus in $\mathbb{R}^{4}$. In cylindrical coordinates we have $t \in[0, \tau]$, where $\tau=-\log \rho$. Take a conformally flat metric $g_{f}=e^{2 f} g_{c}$, where $f=f(t)$ is a radially symmetric function. In addition, we impose the normalization

$$
\begin{equation*}
e^{3 f(0)}+e^{3 f(\tau)}=1 \tag{5.7}
\end{equation*}
$$

This again fixes the volume of the boundary to be $2 \pi^{2}$. We set $\alpha=e^{3 f(0)}$, for $\alpha \in(0,1)$.
As in the case of the ball, we decompose in spherical harmonics and look for eigenfunctions for (1.20)-(1.22) of the form $u_{\ell}(t) Y_{\ell}^{m}(\theta), \ell=0,1, \ldots$ :

Lemma 5.3. Fix $\alpha \in(0,1)$. Let $\lambda$ be the an eigenvalue for the $\ell$-th projection, $\ell \geq 1$. Then $\lambda$ satisfies the quadratic equation

$$
\begin{equation*}
a(\ell) \lambda^{2}+b(\ell) \lambda+c(\ell)=0, \tag{5.8}
\end{equation*}
$$

where

$$
\begin{aligned}
a(\ell) & =-2 \ell(\ell+2)+2(\ell+1)^{2} \cosh (2 \tau)-2 \cosh ((2 \ell+2) \tau), \\
b(\ell) & =\frac{1}{\alpha(1-\alpha)} 4 \ell(\ell+1)(\ell+2)[(\ell+1) \sinh (2 \tau)+\sinh ((2 \ell+2) \tau)], \\
c(\ell) & =-\frac{1}{\alpha(1-\alpha)} 8 \ell^{2}(\ell+1)^{2}(\ell+2)^{2}[\cosh ((2 \ell+2) \tau)-\cosh (2 \tau)] .
\end{aligned}
$$

For each $\ell \geq 1$, equation (5.8) has exactly two solutions $\lambda_{\ell}^{-}<\lambda_{\ell}^{+}$. For each $\lambda$ that solves (5.8), the corresponding eigenfunctions are the form $u_{\ell}^{ \pm}(t) Y_{\ell}^{m}(\theta)$ for

$$
u_{\ell}^{ \pm}(t):=u_{\ell}^{1}+\frac{\lambda_{\ell}^{ \pm} \alpha}{4 \ell(\ell+2)(\ell+1)} u_{\ell}^{2}
$$

where

$$
\begin{aligned}
u_{\ell}^{1}(t)= & (\ell+2) \sinh ((\ell+2) \tau) \cosh (\ell t)-\ell \sinh (\ell \tau) \cosh ((\ell+2) t) \\
u_{\ell}^{2}(t)= & {[\ell \sinh (\ell \tau)-(\ell+2) \sinh ((\ell+2) \tau)][(\ell+2) \sinh (\ell t)-\ell \sinh ((\ell+2) t)] } \\
& -\ell(\ell+2)[\cosh (\ell \tau)-\cosh ((\ell+2) \tau)][\cosh (\ell t)-\cosh ((\ell+2) t)]
\end{aligned}
$$

For $\ell=0$ there are two eigenvalues: $\lambda_{0}^{-}=0$ (with just constant eigenfunctions) and

$$
\lambda_{0}^{+}=\frac{4}{\alpha(1-\alpha)} \frac{\sinh (2 \tau)}{1-\cosh (2 \tau)+\tau \sinh (2 \tau)}>0
$$

with eigenfunction
$u_{0}^{+}(t)=\sinh (2 \tau)(\sinh (2 t)-2 t)+(1-\cosh (2 \tau)) \cosh (2 t)+2(1-\alpha)(1-\cosh (2 \tau)+\tau \sinh (2 \tau))-1+\cosh (2 \tau)$.
The proof is just computational and it is also postponed to the Appendix.

If write

$$
\lambda_{\ell}^{-}=\frac{-b(\ell)}{2 a(\ell)}-\sqrt{\frac{b(\ell)^{2}}{4 a^{2}(\ell)}-\frac{c(\ell)}{a(\ell)}}
$$

it is clear that:
Corollary 5.4. All the non-trivial eigenvalues associated to the eigenvalue problem (1.20)-(1.21)-(1.22) in $\left(\mathcal{A}_{\rho}, g_{f}\right)$ are strictly positive. In addition, the eigenspace corresponding to the zero eigenvalue consists only of constant functions.

Unfortunately, it is not possible to characterize the spectral gap for the operator since the calculations for a general $\tau$ are too complicated (even if elementary). However, we have strong numerical evidence for the following:

Conjecture. For each $\tau>0$, the sequence $\left\{\lambda_{\ell}^{-}\right\}$is increasing in $\ell$.
Note that a similar computation is performed in [27] for Steklov eigenvalues in 2 dimensions and in their situation the conjecture holds. In addition, they prove that for each $\alpha$ there is a value $\tau^{*}(\alpha)$ such that for $\tau \leq \tau^{*}(\alpha)$ the smallest non-trivial eigenvalue is given by $\lambda_{1}^{-}$, while for $\tau \geq \tau^{*}(\alpha)$ we have that the smallest non-zero eigenvalue is $\lambda_{0}^{+}$. In the result of [27] there is an $\alpha^{*}$ such that for $\tau^{*}\left(\alpha^{*}\right)$ that the smallest eigenvalue is maximized and in that case $\lambda_{1}^{-}=\lambda_{1}^{+}=\lambda_{0}^{+}$. We prove a partial result in that direction. Set $\beta=\alpha(1-\alpha)$.

Proposition 5.5. Given $\beta \in\left(0, \frac{1}{4}\right)$, there are values $\tau^{-}, \tau^{*}$ and $\tau^{+}$such that: for $\tau^{-}$it holds $\lambda_{0}^{+}>\lambda_{1}^{-}$, for $\tau^{-}$we have $\lambda_{1}^{-}>\lambda_{0}^{+}$, and for $\tau^{*}$ we encounter $\lambda_{1}^{-}=\lambda_{0}^{+}$.

Proof. For $\ell=1$ we have

$$
\begin{aligned}
& a(1)=-4(\cosh (2 \tau)-1)^{2} \\
& b(1)=\frac{48}{\alpha(1-\alpha)} \sinh (2 \tau)[1+\cosh (2 \tau)] \\
& c(1)=-\frac{288}{\alpha(1-\alpha)}[\cosh (4 \tau)-\cosh (2 \tau)]
\end{aligned}
$$

Then, the associated eigenvalue is

$$
\begin{aligned}
\lambda_{1}^{-}=\frac{1}{\alpha(1-\alpha)}[ & 6 \frac{\sinh (2 \tau)(1+\cosh (2 \tau))}{(\cosh (2 \tau)-1)^{2}} \\
& \left.-6 \sqrt{\frac{\sinh ^{2}(2 \tau)(1+\cosh (2 \tau))^{2}}{(\cosh (2 \tau)-1)^{4}}-2 \alpha(1-\alpha) \frac{[\cosh (4 \tau)-\cosh (2 \tau)]}{(\cosh (2 \tau)-1)^{2}}}\right]
\end{aligned}
$$

and it has multiplicity four (this is the number of spherical harmonics in 3 dimensions associated to $\ell=1$ ).

Now we take the quotient $\lambda_{1}^{-} / \lambda_{0}^{+}$, denoted by

$$
\begin{aligned}
& F(\beta, \tau):=\frac{\lambda_{1}^{-}}{\lambda_{0}^{+}}=\frac{3}{2}\left[\frac{\sinh (2 \tau)(1+\cosh (2 \tau))}{(\cosh (2 \tau)-1)^{2}}\right. \\
&-\sqrt{\left.\frac{\sinh ^{2}(2 \tau)(1+\cosh (2 \tau))^{2}}{(\cosh (2 \tau)-1)^{4}}-2 \beta \frac{[\cosh (4 \tau)-\cosh (2 \tau)]}{(\cosh (2 \tau)-1)^{2}}\right]} \\
& \cdot\left(\frac{\sinh (2 \tau)}{1-\cosh (2 \tau)+\tau \sinh (2 \tau)}\right)^{-1}
\end{aligned}
$$

A tedious, but straightforward computation reveals that

- $F(\beta, \tau) \rightarrow 0$ as $\tau \rightarrow 0$.
- $F(\beta, \tau) \rightarrow \infty$ as $\tau \rightarrow \infty$

By the continuity of $F(\beta, \tau)$ we conclude that for each $\beta$ there are values of $\tau^{-}, \tau^{*}$ and $\tau^{+}$for which $F\left(\beta, \tau^{-}\right)<1, F\left(\beta, \tau^{+}\right)>1$ and $F\left(\beta, \tau^{*}\right)=1$, which concludes the proof.
Remark 5.6. Note that for each value of $\beta$ we have two values of $\alpha$. This is because the problem is symmetric.
Remark 5.7. Numeric computations strongly suggest that the function $F(\beta, \tau)$ in the proof above is increasing and the value $\tau^{*}$ is unique.

Remark 5.8. If the conjecture above holds, then the smallest eigenvalue is either $\lambda_{1}^{-}$or $\lambda_{0}^{+}$.

## 6. (Boundary) Eigenvalue problems

In this section we study the eigenvalue problem (1.20)-(1.21)-(1.22), which we recall here:

$$
\left\{\begin{array}{l}
P_{g} u=0 \text { in } M,  \tag{6.1}\\
B_{g}^{1} u=0 \text { on } \Sigma, \\
B_{g}^{3} u=\lambda u \text { on } \Sigma .
\end{array}\right.
$$

for $M$ a manifold with boundary satisfying the hypothesis in Theorem 1.2. For (6.1), one can show that there exists a non-decreasing sequence of eigenvalues $\left\{\lambda_{0}^{g}, \lambda_{1}^{g}, \lambda_{2}^{g}, \ldots\right\}$. Corollary 1.3 characterizes the zeroeigenspace and yields positivity of the operator if $\Sigma$ has either one or two connected components. In addition, recall that $\lambda_{1}^{g}$ is characterized by the Rayleigh quotient (1.23). Since the energy $\mathcal{E}_{g}^{M}[u]$ is conformally invariant, the quotient (1.23) remains strictly positive when conformal transformations of $M$ are applied.
In what follows we prove Corollary 1.3 and Theorem 1.4, by considering separately the cases that, either $M$ is conformally equivalent to a half-sphere $\mathbb{S}_{+}^{4}$, or an annulus $\mathcal{A}_{\rho}$ by Theorem 1.2. This allows to reduce the study of problem (6.1) to the model cases from the previous section.
6.1. One boundary component. Proof of Corollary 1.3 and Theorem 1.4. Let $M$ be conformally equivalent to a half-sphere $\mathbb{S}_{+}^{4}$. By stereographic projection, we can assume that $M=\mathbb{B}^{4}, \Sigma=\partial \mathbb{B}^{4}=\mathbb{S}^{3}$, with a conformal metric $g=e^{2 w}|d x|^{2}$.
We consider first the trivial setting, namely $w \equiv 0$. Lemma 5.2 implies that $\lambda_{0}^{g}=0$ with $\operatorname{Ker}\left(B^{3}\right)=\{c s t s\}$ and $\lambda_{1}^{g}>0$. Nevertheless, this result can be proved directly by a simple integration by parts argument. Indeed, take the model $M=\mathbb{R}_{+}^{4}, \Sigma=\mathbb{R}^{3}$, with coordinates $\left(x_{1}, x_{2}, x_{3}, y\right), y>0, x_{1}, x_{2}, x_{3} \in \mathbb{R}$. In this particular case we have

$$
P=\Delta^{2}, \quad B^{1}=-\partial_{y}, \quad B^{3}=-\partial_{y} \Delta .
$$

Let $\psi$ be any smooth solution to (6.1). Integrating by parts we explicitly see that

$$
\lambda \int_{\Sigma} \psi^{2} d x=\int_{\Sigma} \psi B^{3} \psi d x=\int_{M}(\Delta \psi)^{2} d x d y \geq 0
$$

and it is zero if and only if $\Delta \psi=0$. Since we also have that $\partial_{y} u=0$ at $\Sigma$, we conclude that $\psi$ is constant up to the boundary, as desired.
We also remark that existence such solution $\psi$ can be proved by a standard minimization argument, while the uniqueness follows from the previous proof (since the constant obtained above would be 0 ).

For the case of a general manifold $M$ in Corollary 1.3 we recall again that the energy $\mathcal{E}_{g}^{M}[u]$ in (1.23) is conformally invariant. In particular, if $\tilde{u}$ is a minimizer of (1.23) with respect to the metric $g=e^{2 w}|d x|^{2}$, we would have that

$$
\lambda_{1}^{g}=\frac{\mathcal{E}_{g}^{M}[\tilde{u}]}{\int_{\Sigma} \tilde{u}^{2} d \sigma_{h}} \geq \lambda_{1}^{0} \frac{\int_{\Sigma} \tilde{u}^{2} d v_{0}}{\int_{\Sigma} \tilde{u}^{2} \sigma_{h}}>0
$$

where $\lambda_{1}^{g}$ is the first non-zero eigenvalue with respect to the metric $g, \lambda_{1}^{0}$ is the first non-zero eigenvalue with respect to the flat metric and $d v_{0}, d v_{g}$ are volume elements with respect to the flat metric in the ball and the metric given by $g$, respectively.
To prove Theorem 1.4 we proceed as in the proof of Theorem 1.1. We use the unit ball model and assume that there exists a conformal embedding $\Phi: M \rightarrow \mathbb{B}^{4}$ satisfying $\Phi(\Sigma)=\partial \mathbb{B}^{4}=\mathbb{S}^{3}$. In the two-dimensional case, the bound for the Steklov eigenvalue is obtained by using the coordinate functions of the embedding as test functions in the Rayleigh quotient (1.23). In our setting we will use instead the (four) eigenfunctions for the first non-zero eigenvalue in the ball model and calculated in (5.6) for $\ell=1$. The precise expression is

$$
U_{m}(r, \theta)=u_{1}(-\log r) Y_{1}^{m}(\theta), \quad m=1,2,3,4 .
$$

Next, on $M$ we set $\bar{U}_{m}=U_{m} \circ \Phi$.
Denote by $\Phi_{m}, m=1,2,3,4$ be the coordinate functions of the embedding. By a calibration argument as in (2.1) we can assume that

$$
\begin{equation*}
\int_{\Sigma} \Phi_{m} d \sigma_{h}=0 \tag{6.2}
\end{equation*}
$$

Indeed, after choosing a Möbius transform of the boundary $\mathbb{S}^{3}$ in order to calibrate the center of mass (6.2), one takes its unique extension to a conformal transformation of $\mathbb{B}^{4}$ (which is known as the Poincaré extension, see [61, Section 4.4]).
In addition, $B_{g}^{1} \bar{U}_{m}=0$ thanks to the covariance property (1.14) and the construction of $u_{1}$. Finally, noting that we have $u_{1}(0)=1$, this implies that $\bar{U}_{m}=\Phi_{m}$ along $\Sigma$. We conclude that $\bar{U}_{m}$ is an admissible test function in the Rayleigh quotient (1.23).
We thus calculate

$$
\begin{equation*}
\lambda_{1}^{g} \int_{\Sigma} \bar{U}_{m}^{2} d \sigma_{h} \leq \mathcal{E}_{g}^{M}\left[\bar{U}_{m}\right]=\mathcal{E}_{g_{\mathbb{B}^{4}}}^{\Phi(M)}\left[U_{m}\right] . \tag{6.3}
\end{equation*}
$$

Adding on $m=1,2,3,4$ and recalling that $\sum_{m=1}^{4}\left(Y_{1}^{m}\right)^{2}(\theta)=1$ we have

$$
\lambda_{1}^{g} \operatorname{Vol}(\Sigma) \leq \sum_{m} \mathcal{E}_{g_{\mathbb{B}^{4}}}^{\Phi(M)}\left[U_{m}\right]
$$

Next, since $U_{m}$ is an eigenfunction in the ball model,

$$
\mathcal{E}_{g_{\mathbb{B}^{4}}}^{\mathbb{B}^{4}}\left[U_{m}\right]=\lambda_{1}^{0} \int_{\mathbb{S}^{3}} U_{m}^{2} d \sigma_{g_{\mathbb{S}^{3}}} .
$$

Adding on $m$, taking into account that $\lambda_{1}^{0}=12$, we conclude

$$
\lambda_{1}^{g} \operatorname{Vol}(\Sigma) \leq 12 \operatorname{Vol}\left(\mathbb{S}^{3}\right)=24 \pi^{2} .
$$

6.2. Two boundary components. Proof of Corollary 1.3 and Theorem 1.4. In the light of Theorem 1.2 , it is enough to take $M$ to be conformally equivalent to the annulus $\mathcal{A}_{\rho}=\{\rho \leq|x| \leq 1\}$ in $\mathbb{R}^{4}$. Denote by $\Sigma_{1}, \Sigma_{\rho}$ the boundaries of $\Sigma$ corresponding to $|x|=1,|x|=\rho$, respectively. In cylindrical variables, this annulus is conformally equivalent to $[0, \tau] \times \mathbb{S}^{3}$ with the metric $g_{c}$. Such $\tau$ plays the role of the conformal modulus, in analogy to the two-dimensional case.
First, Corollary 1.3 follows from Lemma 5.3 and Corollary 5.4.
For the eigenvalue bound, we follow the same idea as in the proof of Theorem 4.1 in [27]. Let $\tilde{A}_{\rho}$ be another annulus with the flat metric, having boundaries $\tilde{\Sigma}_{1}$ and $\tilde{\Sigma}_{\rho}$ with the same boundary volume as $\Sigma_{1}$, $\Sigma_{\rho}$, respectively. Without loss of generality, we may rescale the metric by constant to achieve that the total boundary volume equals $\operatorname{Vol}\left(\mathbb{S}^{3}\right)$ (this corresponds with the normalization (5.7)).
In the $\tilde{A}_{\rho}$ model, we consider the eigenfunction $u_{0}^{+}(t)$, given in Lemma 5.3, with eigenvalue $\lambda_{0}^{+}>0$, which only depends on $\tau$ and $\alpha$ (recall (5.7) and the definition of $\alpha$ ).

We pull back this function to the original manifold, setting $U_{0}(r)=u_{0}^{+}(-\log r)$ and $\bar{U}_{0}=U_{0} \circ \Phi$. Note that $\bar{U}_{0}$ is a constant function at each of the two boundary components $\Sigma_{1}, \Sigma_{\rho}$. Let us check that $\bar{U}_{0}$ is a suitable test function in the Rayleigh quotient (1.23), Calculate (with a slight abuse of notation)

$$
\begin{aligned}
\int_{\Sigma} \bar{U}_{0} d \sigma_{h} & =\int_{\Sigma} U_{0} \circ \Phi d \sigma_{h}=u_{0}^{+}(0) \operatorname{Vol}\left(\Sigma_{1}\right)+u_{0}^{+}(\tau) \operatorname{Vol}\left(\Sigma_{\rho}\right) \\
& =u_{0}^{+}(0) \operatorname{Vol}\left(\tilde{\Sigma}_{1}\right)+u_{0}^{+}(\tau) \operatorname{Vol}\left(\tilde{\Sigma}_{\rho}\right)=\int_{\tilde{\Sigma}} U_{0} d x=0 .
\end{aligned}
$$

Next, using $\bar{U}_{0}$ as a test function,

$$
\begin{equation*}
\lambda_{1}^{g} \int_{\Sigma} \bar{U}_{0}^{2} d \sigma_{h} \leq \mathcal{E}_{g}^{M}\left[\bar{U}_{0}\right]=\mathcal{E}_{g_{\text {flat }}}^{\Phi(M)}\left[U_{0}\right] . \tag{6.4}
\end{equation*}
$$

Now, on the one hand,

$$
\int_{\Sigma} \bar{U}_{0}^{2} d \sigma_{h}=\left(u_{0}^{+}\right)^{2}(0) \operatorname{Vol}\left(\Sigma_{1}\right)+\left(u_{0}^{+}\right)^{2}(\tau) \operatorname{Vol}\left(\Sigma_{\rho}\right)
$$

while, on the other hand,

$$
E_{g_{\text {fat }}}^{\Phi(M)}\left[U_{0}\right]=\lambda_{0}^{+} \int_{\tilde{\Sigma}} U_{0}^{2} d x=\lambda_{0}^{+}\left(\left(u_{0}^{+}\right)^{2}(0) \operatorname{Vol}\left(\Sigma_{1}\right)+\left(u_{0}^{+}\right)^{2}(\tau) \operatorname{Vol}\left(\Sigma_{\rho}\right)\right),
$$

which yields statement (1.24).
Finally, Proposition 5.5 implies that for $\tau \geq \tau^{*}$ (or equivalently, $\rho \leq \rho^{*}$ ) the bound is sharp.

## 7. Appendix

Proof of Lemma 5.1. Use the formula (5.3) for the Paneitz operador in cylindrical coordinates after spherical harmonic decomposition. We look for $\varrho$-periodic solutions for the constant coefficient ODE

$$
\begin{equation*}
\partial_{t t t t} u_{\ell}-\left[(2+\ell)^{2}+\ell^{2}\right] \partial_{t t} u_{\ell}+(2+\ell)^{2} \ell^{2} u_{\ell}=\lambda_{\ell} u_{\ell} . \tag{7.1}
\end{equation*}
$$

For this, we need to find purely imaginary roots of its characteristic polynomial

$$
m^{4}-\left[(2+\ell)^{2}+\ell^{2}\right] m^{2}+(2+\ell)^{2} \ell^{2}-\lambda_{\ell}=0
$$

which must satisfy

$$
m^{2}=2+2 \ell+\ell^{2}-\sqrt{4+8 \ell+4 \ell^{2}+\lambda}=:-a^{2} \leq 0 .
$$

Imposing periodicity ( $a \varrho=2 \pi$ ), we arrive at the desired result.

Proof of Lemma 5.2. This is a straightforward calculation that we detail below. Taking into account that the Paneitz operator $P$ is conformally invariant, in the interior of the ball equation (1.20) reduces to

$$
\left(\partial_{t t}-(2+\ell)^{2}\right)\left(\partial_{t t}-\ell^{2}\right) u_{\ell}=0
$$

In addition we require

$$
\begin{equation*}
u_{\ell}^{\prime}(0)=0 \tag{7.2}
\end{equation*}
$$

(which corresponds to the condition (1.21) $B^{1}\left(u_{\ell}\right)=0$ ), and $u$ is finite at infinity. Let $v_{\ell}=\left(\partial_{t t}-\ell^{2}\right) u_{\ell}$, then

$$
\left(\partial_{t t}-(2+\ell)^{2}\right) v_{\ell}=0
$$

so

$$
v_{\ell}(t)=A e^{-(\ell+2) t} .
$$

Hence, for $\ell \geq 1$,

$$
u_{\ell}(t)=C e^{-\ell t}+\frac{A}{4 \ell+4} e^{-(\ell+2) t} .
$$

Imposing the boundary condition (7.2) we have

$$
u_{\ell}(t)=-\frac{A(\ell+2)}{4 \ell(\ell+1)} e^{-\ell t}+\frac{A}{4 \ell+4} e^{-(\ell+2) t} .
$$

The eigenvalues of $B^{3}$ are given by $\left.\frac{B^{3} u_{\ell}}{u_{\ell}}\right|_{t=0}$, this is, recalling (5.5),

$$
\lambda_{\ell}=(\ell+2) \frac{\ell^{2}-(\ell+2)^{2}}{-(\ell+2)+1}=4(\ell+2), \quad \text { for } \quad \ell \geq 1
$$

For $\ell=0$ the calculation is slightly different, since

$$
u_{0}=C+\frac{A}{4} e^{-2 t} .
$$

Imposing the boundary condition implies that $A=0$, this is, $u_{0}$ is constant and $\lambda_{0}=0$, as expected.

Proof of Lemma 5.3. Fix $\ell \geq 1$. Using (5.3) and the conformal property (1.2) we observe that the general solution $u_{\ell}$ can be written as

$$
u_{\ell}(t)=A \sinh (\ell t)+B \cosh (\ell t)+C \sinh ((\ell+2) t)+D \cosh ((\ell+2) t) .
$$

Imposing that $B_{1} u_{\ell}=0$ at the boundary of $\mathcal{A}_{\rho}$, it is easy to see that solutions are spanned by two functions that can be chosen as

$$
\begin{aligned}
u_{\ell}^{1}(t)= & (\ell+2) \sinh ((\ell+2) \tau) \cosh (\ell t)-\ell \sinh (\ell \tau) \cosh ((\ell+2) t) \\
u_{\ell}^{2}(t)= & {[\ell \sinh (\ell \tau)-(\ell+2) \sinh ((\ell+2) \tau)][(\ell+2) \sinh (\ell t)-\ell \sinh ((\ell+2) t)] } \\
& -\ell(\ell+2)[\cosh (\ell \tau)-\cosh ((\ell+2) \tau)][\cosh (\ell t)-\cosh ((\ell+2) t)] .
\end{aligned}
$$

Then, eigenfunctions can be written as $A u_{\ell}^{1}+B u_{\ell}^{2}$.
We can directly compute

$$
\begin{aligned}
\partial_{t t t} u_{\ell}^{1}(t)= & (\ell+2) \ell^{3} \sinh ((\ell+2) \tau) \sinh (\ell t)-\ell(\ell+2)^{3} \sinh (\ell \tau) \sinh ((\ell+2) t) \\
\partial_{t t t} u_{\ell}^{2}(t)= & \ell(\ell+2)[\ell \sinh (\ell \tau)-(\ell+2) \sinh ((\ell+2) \tau)]\left[\ell^{2} \cosh (\ell t)-(\ell+2)^{2} \cosh ((\ell+2) t)\right] \\
& -\ell(\ell+2)[\cosh (\ell \tau)-\cosh ((\ell+2) \tau)]\left[\ell^{3} \sinh (\ell t)-(\ell+2)^{3} \sinh ((\ell+2) t)\right] .
\end{aligned}
$$

The eigenfunction condition at $t=0$ can be written from (5.4) as

$$
e^{-3 f(0)}\left(A \partial_{t t t} u_{\ell}^{1}(0)+B \partial_{t t t} u_{\ell}^{2}(0)\right)=\lambda\left(A u_{\ell}^{1}(0)+B u_{\ell}^{2}(0)\right)
$$

which implies

$$
\begin{aligned}
& e^{-3 f(0)} B\left([\ell \sinh (\ell \tau)-(\ell+2) \sinh ((\ell+2) \tau)]\left[(\ell+2) \ell^{3}-\ell(\ell+2)^{3}\right]\right. \\
& \quad=\lambda A((\ell+2) \sinh ((\ell+2) \tau)-\ell \sinh (\ell \tau)),
\end{aligned}
$$

or equivalently,

$$
\begin{equation*}
4 B \ell(\ell+2)(\ell+1)=\lambda A e^{3 f(0)} \tag{7.3}
\end{equation*}
$$

For the eigenvalue condition at $\tau$ we need to take into account that the outward normal is reversed, so we have

$$
-e^{-3 f(\tau)}\left(A \partial_{t t t} u_{\ell}^{1}(\tau)+B \partial_{t t t} u_{\ell}^{2}(\tau)\right)=\lambda\left(A u_{\ell}^{1}(\tau)+B u_{\ell}^{2}(\tau)\right) .
$$

Multiplying by $\lambda$ and using (7.3) we obtain

$$
-e^{-3 f(\tau)}\left(4 \ell(\ell+2)(\ell+1) e^{-3 f(0)} \partial_{t t t} u_{\ell}^{1}(\tau)+\lambda \partial_{t t t} u_{\ell}^{2}(\tau)\right)=\lambda 4 \ell(\ell+2)(\ell+1) e^{-3 f(0)} u_{\ell}^{1}(\tau)+\lambda^{2} u_{\ell}^{2}(\tau)
$$

Or equivalently

$$
\begin{equation*}
a(\ell) \lambda^{2}+b(\ell) \lambda+c(\ell)=0 \tag{7.4}
\end{equation*}
$$

where

$$
\begin{aligned}
a(\ell) & =u_{\ell}^{2}(\tau) \\
b(\ell) & =4 \ell(\ell+1)(\ell+2) e^{-3 f(0)} u_{\ell}^{1}(\tau)+e^{-3 f(\tau)} \partial_{t t t} u_{\ell}^{2}(\tau), \\
c(\ell) & =4 \ell(\ell+1)(\ell+2) e^{-3(f(\tau)+f(0))} \partial_{t t t} u_{\ell}^{1}(\tau)
\end{aligned}
$$

From the previous computations we have, at $t=\tau$,

$$
\begin{aligned}
u_{\ell}^{1}(\tau) & =(\ell+1) \sinh (2 \tau)+\sinh ((2 \ell+2) \tau) \\
u_{\ell}^{2}(\tau) & =-2 \ell(\ell+2)+2(\ell+1)^{2} \cosh (2 \tau)-2 \cosh ((2 \ell+2) \tau)
\end{aligned}
$$

and for the derivatives

$$
\begin{aligned}
& \partial_{t t t} u_{\ell}^{1}(\tau)=-2 \ell(\ell+1)(\ell+2)[\cosh ((2 \ell+2) \tau)-\cosh (2 \tau)] \\
& \partial_{t t t} u_{\ell}^{2}(\tau)=4 \ell(\ell+1)(\ell+2)[(\ell+1) \sinh (2 \tau)+\sinh ((2 \ell+2) \tau)]
\end{aligned}
$$

To conclude, recall our normalization (5.7) and set $\alpha=e^{3 f(0)}$, for $\alpha \in(0,1)$, so $e^{-3 f(\tau)}=(1-\alpha)^{-1}$.
Let us have a closer look at these eigenvalues now. By differentiating twice in $\tau$, we can easily check that $a(\ell)<0$ for $\tau>0$. In addition, $b(\ell)>0$ and $c(\ell)<0$. After some calculation, one can explicitly see that the discriminant associated to (7.4) is strictly positive for $\alpha \in(0,1)$, hence there are two positive real roots, $0<\lambda_{\ell}^{-}<\lambda_{\ell}^{+}$.

Now we compute the eigenfunction for $\ell=0$. In that case we that the particular solutions are

$$
\begin{aligned}
u_{0}^{1}(t) & =\sinh (2 \tau)(\sinh (2 t)-2 t)+(1-\cosh (2 \tau)) \cosh (2 t) \\
u_{0}^{2}(t) & =1
\end{aligned}
$$

so the general solution can be written as $A u_{0}^{1}+B u_{0}^{2}$. The eigenvalue condition at $t=0$ is equivalent to

$$
\begin{equation*}
8 e^{-3 f(0)} A \sinh (2 \tau)=\lambda(A(1-\cosh (2 \tau))+B) \tag{7.5}
\end{equation*}
$$

On the other hand, at $t=\tau$ we have

$$
\begin{aligned}
& -8 e^{-3 f(\tau)} A\{\sinh (2 \tau) \cosh (2 \tau)+(1-\cosh (2 \tau)) \sinh (2 \tau)\} \\
& \quad=\lambda\{A \sinh (2 \tau)(\sinh (2 \tau)-2 \tau)+A(1-\cosh (2 \tau)) \cosh (2 \tau)+B\}
\end{aligned}
$$

Subtracting both equations, we obtain a simple non-trivial eigenvalue:

$$
\lambda_{0}^{+}=\frac{4}{\alpha(1-\alpha)} \frac{\sinh (2 \tau)}{1-\cosh (2 \tau)+\tau \sinh (2 \tau)} .
$$

Substituting in (7.5) we obtain

$$
B=\{2(1-\alpha)(1-\cosh (2 \tau)+\tau \sinh (2 \tau))-1+\cosh (2 \tau)\} A
$$

and this finishes the proof of Lemma 5.3.
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