A GLUING APPROACH FOR THE FRACTIONAL YAMABE PROBLEM WITH ISOLATED SINGULARITIES
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Abstract. We construct solutions for the fractional Yamabe problem that are singular at a prescribed number of isolated points. This seems to be the first time that a gluing method is successfully applied to a non-local problem in order to construct singular solutions. There are two main steps in the proof: to construct an approximate solution by gluing half bubble towers at each singular point, and then an infinite-dimensional Lyapunov-Schmidt reduction method, that reduces the problem to an (infinite dimensional) Toda type system. The main technical part is the estimate of the interactions between different bubbles in the bubble towers.
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1. Introduction

In this paper, we consider the problem of finding solutions for the fractional Yamabe problem in $\mathbb{R}^n$, $n > 2\gamma$ for $\gamma \in (0, 1)$ with isolated singularities at a prescribed finite number of points. This is, to find positive solutions for the equation

$$\begin{cases} (-\Delta_{R^n})^\gamma u = c_{n,\gamma} u^\beta \text{ in } \mathbb{R}^n \setminus \Sigma, \\ u \to +\infty \text{ as } x \to \Sigma, \end{cases}$$

where $\Sigma = \{p_1, \ldots, p_k\}$ for $k \geq 2$, and

$$\beta = \frac{n + 2\gamma}{n - 2\gamma}$$

is the critical exponent in dimension $n$. Remark that we are using the notation $t^\beta$ to denote the power nonlinearity $|t|^{\beta-1}t$, but this does not constitute any abuse of notation since any solution must be positive thanks to the maximum principle. In addition, $c_{n, \gamma} > 0$ is a normalization constant and can be chosen arbitrarily.

Problem (1.1) can be formulated in geometric terms: given the Euclidean metric $|dx|^2$ on $\mathbb{R}^n$, we are looking for a conformal metric
g_{u} = u^{\frac{n - 2\gamma}{4}} |dx|^2, \quad u > 0,

with positive constant fractional curvature $Q_{\gamma}^{u} \equiv c_{n,\gamma} > 0$. This is known as the fractional Yamabe problem (in the positive curvature case), and smooth solutions have been considered in [9, 8, 17, 18, 22, 15, 21] for instance. We remark that the nonlinearity in the right hand side of the equation is critical for the Sobolev embedding, a common feature of Yamabe-type problems.

Instead, one could look at the singular version of the problem, in which the metric blows up at a prescribed set $\Sigma \subset \mathbb{R}^n$. Here the sign of $Q_{\gamma}$ is related to the size of the singular set $\Sigma$. For
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instance, when $\Sigma$ is a smooth submanifold, [16] shows that the positivity of fractional curvature imposes some geometric and topological restrictions, while [32] considers very general singular sets in the case $\gamma \in (1, 2)$, with the additional assumption of positive scalar curvature. See also [19] for some capacitary arguments on the local behavior of singularities.

But all these results give necessary conditions for the existence of such metrics. On the contrary, the question of sufficiency is expected to have only partial answers, requiring that $\Sigma$ has a very particular structure. Here we initiate the study of this program, looking at the singular Yamabe problem with prescribed isolated singularities at the points $\{p_1, \ldots, p_k\}$, $k \geq 2$.

Thus our main theorem is:

**Theorem 1.1.** Fixed any configuration $\Sigma = \{p_1, \cdots, p_k\}$ of $k$ different points in $\mathbb{R}^n$, $k \geq 2$, there exists a smooth, positive solution to (1.1).

As a corollary, we also obtain existence of conformal metrics on the unit sphere $S^n$ of constant fractional curvature with a finite number of isolated singularities. Note that our results will imply that this metric is complete.

In the case of an isolated singularity, it is shown in [6] that non-removable singularities for the problem

\[
\begin{cases}
(-\Delta_{\mathbb{R}^n})^\gamma u = u^\beta & \text{in } \mathbb{R}^n \setminus \{0\}, \\
u \to +\infty & \text{as } x \to 0, \quad u > 0,
\end{cases}
\]

must have the asymptotic behavior

\[c_1 r^{-\frac{n-2\gamma}{2}} \leq u(x) \leq c_2 r^{-\frac{n-2\gamma}{2}}, \quad \text{as } r \to 0,
\]

where $c_1$, $c_2$ are positive constants and $r = |x|$.

The geometric interpretation of (1.2) was considered in [11]. Indeed, it corresponds to the fractional Yamabe problem in a cylinder, which motivates the substitution (1.3) below. In the paper [12] the authors show, using a variational approach, the existence of Delaunay type solutions for (1.2), i.e.,

\[
u_L(r) = r^{-\frac{n-2\gamma}{2}} v_L(-\log r) \quad \text{on } \mathbb{R}^n \setminus \{0\},
\]

for some smooth function $v_L$ that is periodic in the variable $t = -\log r$, for any period $L \geq L_0$. $L_0$ is known as the minimal period and has been completely characterized.

This type of solutions for local problems have been known for a long time. For instance, for constant mean curvature surfaces, this construction is an old one and goes back to [13], while for the scalar curvature case $\gamma = 1$, which corresponds to the classical Yamabe problem, a good reference is [30].

In addition, Delaunay solutions are useful in gluing problems, since they model isolated singularities: we cite, for instance, [27, 28, 31] for the construction of constant mean curvature surfaces with Delaunay ends, or [26, 29] for solutions to (1.1) in the local case $\gamma = 1$. However, these classical constructions exploit the local nature of the problem and, above all, the fact that (1.2) reduces to a standard second ODE in the radial case. There the space of solutions of this ODE can be explicitly written in terms of two given parameters using phase-plane analysis, which is not the case for a non-local equation.

Here we are able to use the gluing method for the non-local problem (1.1). The first difficulty is obvious: one needs to make sure that the errors created by the localization procedure are not propagated by the non-locality of the problem but, instead, they can be handled through careful estimates.

Nevertheless, the main obstacle we find is the lack of standard ODE methods, which are not valid any longer for a non-local problem. For instance, as we have mentioned above, the starting point in the classical case ([26, 27]) is the consideration of Delaunay metrics in order to construct an approximate
solution to the original problem. In our case, even though a Delaunay solution is our basic model, we construct a bubble tower at each singular point. These are known as \textit{half-Dancer} solutions, and they converge to a half-Delaunay. In addition, half-Dancer solutions decay fast at infinity, thus they are appropriate in a gluing construction for a non-local problem.

The advantage of this approach is that one is able to perturb each bubble in the tower separately. Gluing a bubble tower at each singular point allows to construct a suitable approximate solution for (1.1) with an infinite number of parameters to be chosen. Note that the linearization at this approximate solution is not injective due to the presence of an infinite dimensional kernel, so we use an infinite dimensional Lyapunov-Schmidt reduction procedure. This approach, in some spirit, is in close connection with Kapouleas’ CMC construction [20], and later adapted by Malchiodi in [23], where he constructs new entire solutions for a semilinear equation with subcritical exponent, different from the spike solutions that were known for a long time. Malchiodi’s new solutions do not tend to zero at infinity, but decay to zero away from three half lines; his method is to construct a half-Dancer solution along each half-line.

As a consequence, in order to solve the original problem from the perturbed one, we need to solve an infinite dimensional system of Toda type, which comes from studying the interactions between the different bubbles in the tower. While the strongest interactions lead to some compatibility conditions, the remaining interactions can be made small, and are handled through a fixed point argument.

These compatibility conditions do not impose any restrictions on the location of the singularity points $p_1, \ldots, p_k$, but only on the Delaunay parameter (the neck size) at each point. We also remark that the first compatibility condition is analogous to that of the local case $\gamma = 1$ of [26], this is due to the strong influence of the underlying geometry, while the rest of the configuration depends on the Toda type system. On the other hand, in the local setting a similar procedure to remove the resonances of the linearized problem was considered in [1] and the references therein. However, in their case the Toda type system is finite dimensional.

More precisely, we use the gluing method and Lyapunov-Schmidt reduction method in this paper. First, we find a good approximate solution $\bar{u}$, defined in (3.4), which roughly speaking is a perturbation of summation of $k$ half-Delaunay solutions with singularity at $p_i$ for $i = 1, \ldots, k$; and then, use the reduction method to find a solution $u = \bar{u} + \phi$ which satisfies the following:

\[
(-\Delta)^\gamma u - u^\beta = \sum_{i=1}^{k} \sum_{j=0}^{\infty} \sum_{l=0}^{n} c_{i,j}^l (w_j^i)^{4^\gamma/2^\gamma} Z_{i,l}
\]

where the right hand side is some Lagrangian multiplier which contains the approximate kernels of the linearized operator.

The last step is to determine the infinitely dimensional free parameter set such that all $c_{i,j}^l$ vanish. It turns out that this is reduced to some infinite dimensional Toda system around each singular point $p_i$ (which determines the perturbation parameters for the bubbles), and some balancing conditions (equations (6.4) and (6.5)), which determine the necksize parameters for the Delaunay solutions). A key property in the proof is to have a sufficiently good approximate solution (a half-Dancer) so that all the estimates are exponentially decreasing in terms of the index $j$ for the bubbles. The problem of adjusting the parameters to have all $c_{i,j}^l$ equal to 0 is then solved by a fixed point argument in suitable weighted spaces.

We remark here that in all our results we do not use the well known extension problem for the fractional Laplacian [7]. Instead we are inspired to the previous paper [12] to rewrite the fractional Laplacian in radial coordinates in terms of a new integro-differential operator in the variable $t$. In any case, if we write our problem in the extension, at least for the linear theory, it provides an example of an edge boundary value problem of the type considered in [24, 25].
When the singular set $\Sigma$ is a smooth submanifold of dimension $N > 0$, problem (1.1) has been considered in [2]. In this setting, in order to have a solution one needs to impose some necessary conditions on $N$ (see [16, 32]). The existence of weak solutions with larger Hausdorff dimension singular set has been studied separately [3].

The paper will be structured as follows: in Section 2 we recall some results about Delaunay solutions for (1.2) from [12], while in Section 3 we use those as models to construct a suitable approximate solution for our problem. Sections 4 and 5 are of technical nature; here we calculate the interactions between different bubbles. Finally, the proof of Theorem 1.1 is contained in Section 6.

2. Delaunay-type solutions

In this section we recall some recent results in [11, 12] on the Delaunay solutions of

\[(−\Delta_{\mathbb{R}^n})^{\gamma}u = c_{n,\gamma}u^\beta \text{ in } \mathbb{R}^n \setminus \{0\} \]

We may reduce (2.1) by writing

\[u(x) = r^{-\frac{n-2\gamma}{2}}v(-\log |x|)\]

and using $t = -\log |x|$.

There are two distinguished solutions to (2.1):

i. The cylinder, which is $v(t) \equiv C$, that corresponds to the singular solution $u(x) = Cr^{-\frac{n-2\gamma}{2}}$.

ii. The standard sphere (also known as “bubble”)

\[v(t) = (\cosh(t-t_0))^{-\frac{n-2\gamma}{2}},\]

for any $t_0 \in \mathbb{R}$, which is regular at the origin.

Moreover, it is well-known that all the smooth solutions to problem (1.1) are of the form

\[w(x) = \left(\frac{\lambda}{\lambda^2 + |x-x_0|^2}\right)^{\frac{n-2\gamma}{2}}.\]

For the standard bubble solution we have the following non-degeneracy result (Theorem 1 in [10]):

**Lemma 2.1.** The solution $w(x) = \left(\frac{1}{1+|x|^2}\right)^{\frac{n-2\gamma}{2}}$ of (1.1) is non-degenerate in the sense that all bounded solutions of equation

\[(-\Delta)^\gamma \psi - c_{n,\gamma}\psi^{-1} = 0 \text{ in } \mathbb{R}^n\]

are linear combinations of the functions

\[\frac{n-2\gamma}{2}w + x \cdot \nabla w, \text{ and } \partial_i w, \ 1 \leq i \leq n.\]

Note that we normalize the constant $c_{n,\gamma}$ in (2.1) such that the standard bubble is a solution. The exact value of the constants may be found in [11] but in this paper this is not important.

In [12], the authors consider the existence of solutions $v(t)$ which are periodic in $t$. Using the change of variable $t = -\log |x|$, the equation (2.1) can be written as

\[(2.2) \ \mathcal{L}_\gamma v = c_{n,\gamma}v^\beta, \quad t \in \mathbb{R}, \ v > 0,\]

where $\mathcal{L}_\gamma$ is the linear operator defined by

\[\mathcal{L}_\gamma v = \kappa_{n,\gamma} \text{P.V.} \int_{-\infty}^{+\infty} (v(t) - v(\tau))K(t-\tau)d\tau + c_{n,\gamma}v(t)\]
for $K$ a singular kernel given in (2.13) of [12] and

$$\kappa_{n,\gamma} = \pi^{-\frac{n}{2}} 2^{2\gamma} \frac{\Gamma\left(\frac{n}{2} + \gamma\right)}{\Gamma(1 - \gamma) \gamma}.$$ 

One has the following asymptotic behaviour for $K$:

**Lemma 2.2** (Lemma 2.5 in [12]). The asymptotic expansion of the kernel $K$ is given by

$$K(\xi) \sim \begin{cases} |\xi|^{-1-2\gamma}, & |\xi| \to 0, \\
e^{-\frac{\alpha+2\gamma}{\gamma}|\xi|}, & |\xi| \to \infty. \end{cases}$$

Since we are looking for periodic solutions of (2.2), we assume that $v(t + L) = v(t)$; in this case, equation (2.2) becomes

$$\mathcal{L}_\gamma^L(v) = c_{n,\gamma} v^\beta, \ v > 0,$$

where

$$\mathcal{L}_\gamma^L(v) = \kappa_{n,\gamma} \mathcal{P} \mathcal{V} \int_{-\frac{L}{2}}^{\frac{L}{2}} (v(t) - v(\tau)) K(t - \tau) d\tau + c_{n,\gamma} v$$

for the singular kernel

$$K_L(t - \tau) = \sum_{j \in \mathbb{Z}} K(t - \tau - jL).$$

We are going to consider the problem

$$\begin{align*}
\mathcal{L}_\gamma^L(v) &= c_{n,\gamma} v^\beta \quad \text{in} \ (-\frac{L}{2}, \frac{L}{2}), \\
v'(-\frac{L}{2}) &= v'(\frac{L}{2}) = 0.
\end{align*}$$

(2.3)

For this we shall work with the norm given by

$$\|v\|_{H^\gamma_L} = \left( \int_{-\frac{L}{2}}^{\frac{L}{2}} \int_{-\frac{L}{2}}^{\frac{L}{2}} (v(t) - v(\tau))^2 K(t - \tau) d\tau dt + \int_{-\frac{L}{2}}^{\frac{L}{2}} v^2(t) dt \right)^{1/2},$$

and the following functional space

$$H^\gamma_L = \left\{ v : (-\frac{L}{2}, \frac{L}{2}) \to \mathbb{R}; \ v'(\frac{L}{2}) = v'(-\frac{L}{2}) = 0 \quad \text{and} \quad \|v\|_{H^\gamma_L} < \infty \right\}.$$

**Proposition 2.3.** Consider problem (2.3). Then for $L$ large there exists a unique positive solution $v_L$ in $H^\gamma_L$ with the following properties

(a) $v_L$ is even in $t$;

(b) $v_L = \sum_{j \in \mathbb{Z}} v(t - jL) + \psi_L$, where $\|\psi_L\|_{H^\gamma_L} \to 0$ as $L \to \infty$,

where

$$v(t) := (\cosh t)^{-\frac{n-2\gamma}{2}}$$

corresponds to the standard bubble solution.

More precisely, for $\gamma \in (0, 1)$, and for $L$ large we have the following Hölder estimates on $\psi_L$:

$$\|\psi_L\|_{C^{\gamma+\alpha}(-\frac{L}{2}, \frac{L}{2})} \leq C e^{-\frac{(n-2\gamma)L}{2}(1+\xi)}$$

for some $\alpha \in (0, 1)$, and $\xi > 0$ independent of $L$ large.

As an immediate consequence of Proposition 2.3 we obtain periodic solutions for the original equation (2.2):

**Corollary 2.4.** For $L$ large there exists a unique positive solution $v_L$ of (2.2) with the following properties

(a) $v_L$ is periodic and even in $t$;

(b) $v_L = \sum_{j \in \mathbb{Z}} v(t - jL) + \psi_L$, where $\|\psi_L\|_{H^\gamma_L} \to 0$ as $L \to \infty$ in $(-L/2, L/2)$. 

More precisely, for $\gamma \in (0, 1)$, and for $L$ large we have the following Hölder estimates on $\psi_L$:

$$\|\psi_L\|_{C^{2+\alpha}} \leq C e^{-\frac{(n-2\lambda)L}{4}(1+\xi)}$$

for some $\alpha \in (0, 1)$, and $\xi > 0$ independent of $L$.

**Proof of Proposition 2.3.** We denote the function

$$v_0(t) = \sum_{j=-\infty}^{\infty} v_j(t),$$

where $v_j(t) = v(t - jL) = (\cosh(t - jL))^{-\frac{\alpha}{2\lambda}}$. By symmetry, this function satisfies the boundary condition at $t = \pm \frac{L}{2}$. We consider next the functional

$$F_L(v) = \frac{\kappa_{n,\gamma}}{4} \int_{-\frac{L}{2}}^{\frac{L}{2}} \int_{-\frac{L}{2}}^{\frac{L}{2}} (v(t) - v(\tau))^2 K_L(t - \tau) d\tau dt + \frac{c_{n,\gamma}}{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} v^2 dt - \frac{c_{n,\gamma}}{\beta + 1} \int_{-\frac{L}{2}}^{\frac{L}{2}} v^{\beta+1} dt,$$

in the space

$$v \in H^\gamma_\alpha, \quad H^\gamma_\alpha = \{ v \in H^\gamma, \, v(t) = v(-t) \}.$$ Solutions of equation (2.3) are critical points of $F_L$. Moreover, we have

$$F_L'(v_0L)[\varphi] = \langle L^\gamma_\alpha v_0L, \varphi \rangle - c_{n,\gamma} \int_{-\frac{L}{2}}^{\frac{L}{2}} v_0^\beta L \varphi dt = \langle S(v_0L), \varphi \rangle$$

for every test function $\varphi$, where $\langle , , \rangle$ is defined by

$$\langle L^\gamma_\alpha v_0L, \varphi \rangle = \frac{\kappa_{n,\gamma}}{2} P.V. \int_{-\frac{L}{2}}^{\frac{L}{2}} \int_{-\frac{L}{2}}^{\frac{L}{2}} (v(t) - v_0(t))(\varphi(t) - \varphi(\tau))K_L(t - \tau) dtd\tau$$

and

$$S(v_0L) := L^\gamma_\alpha v_0L - c_{n,\gamma} v_0^\beta L.$$ Therefore, using Hölder’s inequality, we easily get

$$\|F_L\|_{H^\gamma_\alpha} \leq C \|S(v_0L)\|_{L^2},$$

where $C$ is independent of $L$. Hence, we need to estimate the $L^2$ norm of $S(v_0L)$ in $(-L/2, L/2)$. Recalling (2.4) and the definition of $v_j$, we have

$$S(v_0L) = c_{n,\gamma} \left[ \sum_{j=-\infty}^{\infty} v_j^\beta - \left( \sum_{j=-\infty}^{\infty} v_j \right)^\beta \right] \quad \text{in} \ (-L/2, L/2).$$

For $t \geq 0$, since $v_{-j} \leq v_j$, by symmetry, for $L$ large,

$$|S(v_0L)| \leq C v_0^{\beta-1} \sum_{j\neq0} v_j^\beta + \sum_{j\neq0} v_j^\beta.$$ As a consequence, we have

$$\int_{-\frac{L}{2}}^{\frac{L}{2}} S(v_0L)^2 dt \leq C \int_{-\frac{L}{2}}^{\frac{L}{2}} v_0^{2(\beta-1)} \left( \sum_{j\neq0} v_j \right)^2 + \int_{-\frac{L}{2}}^{\frac{L}{2}} \left( \sum_{j\neq0} v_j^\beta \right)^2.$$
In order to estimate the first term, we divide the domain into two subsets, \( \{ |t| \leq \frac{\alpha}{2} \} \) and \( \{ |t| \geq \frac{\alpha}{2} \} \) for \( \alpha \in (0, 1) \). In these two sets we have the estimates \( \sum_{j \neq 0} v_j \leq Ce^{-\frac{(a-2)}{4}L(2-\alpha)} \) and \( \sum_{j \neq 0} v_j \leq Ce^{-\frac{(a-2)}{4}L} \), respectively, by the exponential decay of \( v_0 \). Hence one easily finds
\[
\int_{-L/2}^{L/2} v_j^2(\beta-1) \sum_{j \neq 0} v_j^2 dt \leq Ce^{-\frac{(a-2)}{2}L(2-\alpha)} + Ce^{-\frac{(a-2)}{2}L} e^{-2(\beta-1)\frac{(a-2)}{4}L} \frac{\xi^2}{4}
\]
\[
= Ce^{-\frac{(a-2)}{2}L(2-\alpha)} + Ce^{-\frac{(a-2)}{2}L(1+4n\alpha-\gamma)}
\]
and
\[
\int_{-L/2}^{L/2} \left( \sum_{j \neq 0} v_j^\beta \right)^2 dt \leq Ce^{-\frac{(a-2)}{2}L}\beta.
\]
In conclusion, we have
\[
\|S(v_{0,L})\|_{L^2(-L/2,L/2)} \leq Ce^{-\frac{(a-2)}{2}L(1+\xi)}
\]
for some \( \xi > 0 \) independent of \( L \) large.

Next we claim that the operator \( F_L'(v_{0,L}) \) is invertible in the space \( H_\gamma^2(-L/2,L/2) \). This follows from the non-degeneracy of the standard bubble and the fact that we are working in the subspace of even functions in \( t \). This allows us to solve the problem via local inversion. In fact, we write \( v_L = v_{0,L} + \psi \) and we have \( F_L'(v_{0,L} + \psi) = 0 \) if and only if \( \psi \in H_\gamma^2(-L/2,L/2) \) satisfies
\[
\psi = -(F_L(v_{0,L}))''[F_L'(v_{0,L}) + N(\psi)],
\]
where \( N(\psi) = c_{n,\gamma}[(v_{0,L} + \psi)^\beta - v_{0,L}^\beta - \beta v_{0,L}^{\beta-1} \psi] \) is superlinear in \( \psi \). We can apply the contraction mapping theorem, obtaining a solution \( \psi \) which satisfies
\[
\|\psi\|_{H_\gamma^2} \leq C\|F_L'(v_{0,L})\|_{H_\gamma^2} \leq C\|S(v_{0,L})\|_{L^2} \leq Ce^{-\frac{(a-2)}{2}L(1+\xi)}.
\]
For \( \gamma \in (0, 1) \), by the regularity estimates given in [12] and summarized in Remark 3.12 in the same paper (see also [14]), it follows that \( \psi \) is smooth and we have the following estimate:
\[
\|\psi\|_{C^{2+\gamma}} \leq Ce^{-\frac{(a-2)}{4}L(1+\xi)}.
\]
The maximum principle of [12] concludes the proof of the proposition.

\[\Box\]

Remark 2.5. Since the equation for \( v \) is translational invariant, if \( v(t) \) is a solution of (2.2), then \( v(t-t_0) \) is also a solution. In the following, we will use the periodic solution \( v_L \) with period \( L \) which attains its minimum at the points \( t = jL, \ j \in \mathbb{Z} \). By Corollary 2.4, this periodic solution can be expressed as a perturbation of a bubble tower (or Dancer solution)
\[
v_L(t) = \sum_{j=-\infty}^{\infty} v(t - \frac{L}{2} - jL) + \psi_L(t),
\]
where \( \|\psi_L\|_{C^{2+\gamma}} \leq Ce^{-\frac{(a-2)}{4}L(1+\xi)} \) for some \( \xi > 0 \) independent of \( L \). For the rest of the paper we write
\[
t_j = \frac{L}{2} + jL, \ j \in \mathbb{Z},
\]
and
\[
v_j(t) := v(t - t_j) = \cosh(t - t_j)^{-\frac{a-2}{4}}, \ t \in \mathbb{R}.
\]
Now we consider only half a bubble tower; this is needed in order to have fast decay far from the singularity \((t \to -\infty)\). We define
\[
\tilde{v}_L(t) = \sum_{j=0}^{\infty} v\left(t - \frac{j}{2} - jL\right) + \psi_L(t),
\]
then one has the following asymptotic behaviour of \(\tilde{v}_L\):
\[
\tilde{v}_L(0) = e^{-\frac{(n-2\gamma)L}{4}}(1 + o(1)),
\]
(this is the neck size). And for \(t \leq 0\), i.e. \(|x| \geq 1\), using the fact that \(v\) is exponential decaying,
\[
\tilde{v}_L(t) = v_0(t)(1 + o(1)) = \left(\cosh\left(t - \frac{j}{2}\right)\right)^{-\frac{n-2\gamma}{4}}(1 + o(1)) = |x|^{-\frac{n-2\gamma}{2}}e^{-\frac{(n-2\gamma)L}{4}}(1 + o(1)),
\]
and the corresponding solution \(\tilde{u}_L\) is exponential decaying,
\[
\tilde{u}_L(x) = |x|^{-\frac{n-2\gamma}{2}}\tilde{v}_L = |x|^{-\frac{(n-2\gamma)L}{4}}(1 + o(1)).
\]

3. Construction of the approximate solutions

We now proceed to define a family of approximate solutions to the problem using the Delaunay solutions from the previous section. We know that the Delaunay solution with period \(L\) has the form of a bubble tower, i.e,
\[
u_L(x) = |x|^{-\frac{n-2\gamma}{2}} \left(\sum_{j=-\infty}^{\infty} v\left(-\log|x| - \frac{j}{2} - jL\right) + \psi_L(-\log|x|)\right)
\]
(3.1)
\[
= : \sum_{j=-\infty}^{\infty} \left(\frac{\lambda_j}{\lambda_j^2 + |x|^2}\right)^{\frac{n-2\gamma}{2}} + \phi_L(x),
\]
where
\[
(3.2) \quad \lambda_j = e^{-\frac{14\gamma j}{2}} \quad \text{and} \quad \phi_L(x) = |x|^{-\frac{n-2\gamma}{2}}\psi_L(-\log|x|),
\]
for \(\psi_L\) the perturbation function constructed in Corollary 2.4.

As we have mentioned, one of the main ideas is that, although we would like the approximate solution to have Delaunay-type singularities around each point of \(\Sigma\), it should have a fast decay once we are away from \(\Sigma\) in order to glue to the background manifold \(\mathbb{R}^n\). To this end, we will only take half a Delaunay solution (this is, only values \(j = 0, 1, \ldots\)).

In addition, we would like to introduce some perturbation parameters \(R \in \mathbb{R}, a \in \mathbb{R}^n\), since each standard bubble has \(n+1\) free parameters which correspond to scaling and translations. This is done for each bubble in the bubble tower independently, thus we will have an infinite dimensional set of perturbations.

Keeping both aspects in mind, let us give the precise construction of our approximate solution \(\bar{u}\). First, one can always assume that all the balls \(B(p_i, 2)\) are disjoint, since we may dilate the problem by some factor \(\kappa > 0\) that will change the set \(\Sigma\) into \(\kappa \Sigma\) and a function \(u\) defined in \(\mathbb{R}^n \setminus \Sigma\) into \(\kappa^{-\frac{n-2\gamma}{2}} u(x/\kappa)\) defined in \(\mathbb{R}^n \setminus \kappa \Sigma\).

Let \(\chi\) be a cut-off function such that
\[
\chi(x) = \begin{cases} 
1, & \text{if } |x| \leq \frac{1}{2}, \\
0, & \text{if } |x| \geq 1, \\
\chi \in [0, 1], & \text{if } \frac{1}{2} \leq |x| \leq 1,
\end{cases}
\]
and set \(\chi_i(x) = \chi(x - p_i)\).
Given $L > 0$ large enough, we will fix

$$\tilde{L} = (L_1, \cdots, L_k)$$

to be the Delaunay parameters, which also are related to the neck sizes of each Delaunay solution. They will be chosen (large enough) in the proof. They will satisfy the following conditions:

$$|L_i - L| \leq C.$$

More precisely, they will be related by the following:

$$q_i e^{-\frac{(n-2)\tilde{L}_i}{4}} = e^{-\frac{(n-2)L_i}{4}},$$

for some $q_i > 0$, $i = 1, \cdots, k$.

Also, for $i = 1, \ldots, k$, $j = 0, 1, \ldots, 2^k - 1$, set $a_j^i \in \mathbb{R}^n$ and $R_j^i = R^i(1 + r_j^i) \in \mathbb{R}$ to be the perturbation parameters. Define the approximate solution $\tilde{u}$ as

$$\tilde{u}(x) = \sum_{i=1}^{k} \left( \sum_{j=0}^{\infty} \left( \frac{|x - p_i - a_j^i|^{-\frac{n-2}{2}}}{|x - p_i - a_j^i|^2} v(- \log |x - p_i - a_j^i| - L_i + \log R_j^i) \right) + \chi_i(x)|x - p_i|^{-\frac{n-2}{2}} \psi_i(- \log |x - p_i| + \log R_i^i) \right),$$

where we have set

$$\lambda_j^i = R_j^i e^{-\frac{(1+2^k)L_i}{2}}.$$

Next we will explain in detail the perturbation parameters $q_i$, $a_j^i$, $R_j^i$. First fix a set of positive numbers $q_1^i, \cdots, q_k^i$, and let $a_0^{i,b}, R_0^{i,b}$ be determined by the following balancing conditions:

$$q_i^b = A_2 \sum_{i' \neq i} q_i^{b'} (R_i^{b,b'} R_i^{b'} R_i^{b'})^{-\frac{n-2}{2}} |p_i - p_{i'}|^{-(n-2)}, \quad i = 1, \ldots, k,$$

and

$$\frac{a_i^{b_i}}{(\lambda_i^{b_i})^2} = -A_3 \sum_{i' \neq i} p_{i'} - p_i |p_{i'} - p_i|^{-n-2\gamma+2} q_i^{b_i} (R_i^{b,b'} R_i^{b'} R_i^{b'})^{-\frac{n-2}{2}}, \quad i = 1, \ldots, k,$$

where $\lambda_i^{b_i} = R_i^{b,b'} e^{-\frac{L_i^b}{2}}$, and the $L_i^b$ are defined from the $q_i^b$ by (3.3), $i = 1, \ldots, k$ and the constants $A_0, A_2 > 0$, $A_3 < 0$ are defined in the appendix.

**Remark 3.1.** It has been shown in Remark 3 of [26] that for $\bar{q} := (q_1^b, \ldots, q_k^b)$ in the positive octant, there exists a solution $R_i^{b,b}$ to equation (3.5). Once $R_i^{b,b}$ is chosen, then we can use equation (3.6) to determine $a_i^{b_i}$.

Although the meaning of these compatibility conditions will become clear in the next sections, we have just seen that they are the analogous to those of [26] for the local case. The idea is that, at the base level, perturbations should be very close to those for a single bubble. This also shows, in particular, that although our problem is non-local, very near the singularity it presents a local behavior due to the strong influence of the underlying geometry.
However, for the rest of the parameters $a_j^i, R_j^i$, $i = 1, \ldots, k$, $j = 0, 1, \ldots$, we will have to solve an infinite dimensional system of equations. First let $R^i, q_i$ be $2k$ parameters which satisfy
\begin{equation}
|R^i - R^{i,b}| \leq C, \quad |q_i - q_i^{b}| \leq C.
\end{equation}
and let $\lambda_{0}^{i,0} = R^i e^{-\frac{(1+2j)L_i}{\tau}}$.

Set also $\hat{a}^{i}_0$ given by $\frac{a_{0,j}^{i,b}}{\lambda_{0}^{i,0}} = \hat{a}^{i}_0$ be $k$ parameters satisfying
\begin{equation}
|\hat{a}^{i}_0 - \hat{a}^{i,b}_0| \leq C,
\end{equation}
where $\hat{a}^{i,b}_0 = \frac{a_{0,j}^{i,b}}{\lambda_{0}^{i,0}^{2}}$.

Last we define the parameters $R_j^i, a_j^i$ by
\begin{equation}
R_j^i = R^i(1 + r_j^i), \quad \frac{a_j^i}{(\lambda_j^i)^{\frac{1}{2}}} = \hat{a}^{i}_0 + \hat{a}^i_j, \quad i = 1, \ldots, k, \quad j = 0, \ldots, \infty,
\end{equation}
where $r_j^i, \hat{a}^i_j$ satisfy
\begin{equation}
|r_j^i| \leq C e^{-\tau t_j^i}, \quad |\hat{a}_j^i| \leq C e^{-\tau t_j^i},
\end{equation}
for some $\tau > 0$, where $t_j^i = (\frac{1}{2} + j)L_i$. The exact value of the parameters will be determined in Section 6.

Let us give some explanation about the choice of parameters. Given the $k(n+2)$ balancing parameters $q_i^b, R_i^b, \hat{a}_i^b$ satisfying the balancing conditions (3.5)-(3.6), we first choose $k(n+2)$ initial perturbation parameters $q_i, R_i^0, \hat{a}_i^0$ which are close to the balancing parameters, i.e (3.7)-(3.8). After that, we introduce infinitely many other perturbation parameters $\hat{a}_j^i, r_j^i$ which are exponential decaying in $t_j^i$, i.e. (3.9)-(3.10).

We will prove next some quantitative estimates on the function $\bar{u}$, and in particular on its behaviour near the singular points. Before that we need to introduce the function spaces we will work with.

**Definition 3.2.** We set the weighted norm
\[ ||u||_{C^{\gamma_1,\gamma_2}} = ||\text{dist}(x, \Sigma)^{-\gamma_1}u||_{C^\alpha(B_1(\Sigma))} + ||x^{-\gamma_2}u||_{C^\alpha(\mathbb{R}^n \setminus B_1(\Sigma))}. \]

In other words, to check if $u$ is an element of some $C^{\alpha}_{\gamma_1,\gamma_2}$, it is sufficient to check that $u$ is bounded by a constant times $|x - p_\ell|^\gamma$ and has its $\ell$-th order partial derivatives bounded by a constant times $|x - p_\ell|^\gamma - \ell$ for $\ell \leq \alpha$ near each singular point $p_\ell$. Away from the singular set $\Sigma$, $u$ is bounded by $|x|^{-\gamma}$ and has its $\ell$-th order partial derivatives bounded by a constant times $|x|^{-\gamma - \ell}$ for $\ell \leq \alpha$ (note that here we are implicitly assuming that $0 \not\in \Sigma$, in order to simplify the notation).

First, we define $Z_j^i_{l,0}$ to be the (normalized) approximate kernels
\[ Z_j^i_{l,0} = \frac{\partial}{\partial r_j^l} w_j^i, \quad Z_j^i_{l,l} = \frac{\partial}{\partial x_l} \frac{\partial}{\partial x_l} w_j^i = -\lambda_j^i \frac{\partial}{\partial x_l} w_j^i, \quad l = 1, \ldots, n. \]

Without loss of generality, assume in the following that $p_0 = 0$. For $l = 0$ we will repeatedly use the following estimates
\begin{equation}
|Z_j^i_{l,0}| \leq C \begin{cases} |x|^{-\frac{n-2\gamma}{2}} |w_j^i|, & |x| \leq 1, \\ |x|^{-(n-2\gamma)(\lambda_j^i)^{\frac{1}{2}}} & |x| \geq 1. \end{cases}
\end{equation}

In addition, for $l = 1, \ldots, n$, we have
\begin{equation}
Z_j^i_{l,l} = (n - 2\gamma)(\lambda_j^i)^{1+\frac{2\gamma}{n}} |x - a_j^i - p_l|^{-\frac{n-2\gamma}{2}} (x - a_j^i - p_l),
\end{equation}
where we have used the obvious notation \( w_j^i = |x - p_i - a_j^i|^{-\frac{n-2\gamma}{2}} \). Then one has the following orthogonality conditions (recentering at \( p_i = 0 \)):

\[
\int_{\mathbb{R}^n} (w_j^i)^{\beta-1} Z_{j,l}^i Z_{j',l'}^i \, dx
\]

\[
= 4(n-2\gamma)^2 \delta_{l,l'} \int_{\mathbb{R}^n} |x|^{-2\gamma} |v_j|^\beta |x|^{-\frac{n-2\gamma}{n-\gamma+2}} \, dx + o(1)
\]

\[
= 4(n-2\gamma)^2 \delta_{l,l'} \int_{\mathbb{R}^n} |x|^{-n} |v_j|^\beta + \frac{2-\gamma}{n-\gamma+2} \, dx + o(1)
\]

\[
= 4(n-2\gamma)^2 \delta_{l,l'} (o(1)) e^{-\frac{n-2\gamma}{2} |v_j|^2}
\]

Similar estimates also hold true for \( l = 0 \). Indeed,

\[
\int_{\mathbb{R}^n} (w_j^i)^{\beta-1} Z_{j,0} Z_{j',0} \, dx = (1 + o(1)) \int_{\mathbb{R}^n} |x - p_i|^{-n} |v_j|^\beta |v_j'| \, dx
\]

\[
= C(k + o(1)) e^{-\frac{n-2\gamma}{2} |v_j|^2}
\]

for some \( C > 0 \).

From now on, we choose \( -\frac{n-2\gamma}{2} < \gamma_1 < \min \left\{ -\frac{n-2\gamma}{2} + 2\gamma, 0 \right\} \). Define also

\[
\|u\|_\sigma = \|u\|_{C^{\gamma_1}(\mathbb{R}^n, \cdot \cdot \cdot -\frac{n-2\gamma}{2} \cdot \cdot \cdot } , \quad \|h\|_{\sigma\sigma} = \|h\|_{C^{\gamma_1}(\mathbb{R}^n, \cdot \cdot \cdot -\frac{n-2\gamma}{2} \cdot \cdot \cdot )}
\]

and denote by \( C_\sigma \) and \( C_{\sigma\sigma} \) the corresponding weighted Hölder spaces. Here \( \tau \) (small enough) is given in the definition of the perturbation parameters (3.9)-(3.10). Remark that, to simplify the notation, many times we will ignore the small \( \tau \) perturbation and just the weight near the singular set as \( \text{dist}(x, \Sigma)^{-\gamma_1} \), \( \text{dist}(x, \Sigma)^{-(\gamma_1-2\gamma)} \), respectively.

Our main result in this section is the following proposition:

**Proposition 3.3.** Suppose the parameters satisfy (3.7)-(3.10), and let \( \bar{u} \) be as in (3.4). Then for \( L \) large enough, there exists a function \( \phi \) and a sequence \( \{c_j^i\} \) which satisfies the following properties:

\[
(\Delta)^\gamma (\bar{u} + \phi) - c_{\gamma,\gamma} (\bar{u} + \phi) = \sum_{i=1}^{k} \sum_{j=0}^{\infty} \sum_{l=0}^{n} c_{j,l}^i (w_j^i)^{\beta-1} Z_{j,l}^i
\]

\[
\int_{\mathbb{R}^n} \phi (w_j^i)^{\beta-1} Z_{j,l}^i \, dx = 0 \quad \text{for} \quad i = 1, \ldots, k, \quad j = 0, \ldots, \infty, \quad l = 0, \ldots, n.
\]

Moreover, one has

\[
\|\phi\|_{\sigma} \leq C e^{-\frac{n-2\gamma}{2} L (1+\xi)}
\]

for some \( -\frac{n-2\gamma}{2} < \gamma_1 < \min \left\{ -\frac{n-2\gamma}{2} + 2\gamma, 0 \right\} \) and \( \xi > 0 \) independent of \( L \) large.

The proof is technically involved, so we prove some preliminary lemmas. We first show a result involving the auxiliary linear equation

\[
(\Delta)^\gamma \phi - c_{\gamma,\gamma} \beta \bar{u} \phi = h + \sum_{i=1}^{k} \sum_{j=0}^{\infty} \sum_{l=0}^{n} c_{j,l}^i (w_j^i)^{\beta-1} Z_{j,l}^i
\]

\[
\int_{\mathbb{R}^n} \phi (w_j^i)^{\beta-1} Z_{j,l}^i \, dx = 0 \quad \text{for} \quad i = 1, \ldots, k, \quad j = 0, \ldots, \infty, \quad l = 0, \ldots, n.
\]

**Lemma 3.4.** Suppose the parameters satisfy (3.7)-(3.10). Then there exists a weight \( \gamma_1 \) satisfying

\[
-\frac{n-2\gamma}{2} < \gamma_1 < \min \left\{ -\frac{n-2\gamma}{2} + 2\gamma, 0 \right\} \] such that, given \( h, \|h\|_{\sigma\sigma} < \infty \), equation (3.17) has a unique solution \( \phi \) in the space \( C_\sigma \). Moreover, there exists a constant \( C \) independent of \( L \) such that

\[
\|\phi\|_{\sigma} \leq C \|h\|_{\sigma\sigma}.
\]
Note that Fredholm properties for the problem (3.17) in weighted spaces have been shown in [24, 25], since it is an example of an edge boundary value problem when we look at the usual extension formulation for the fractional Laplacian from [7]. However, in Lemma 3.4 we show, in addition, that the estimates are independent of the choice of Delaunay parameters \((L_1, \ldots, L_k)\).

We will postpone the proof of this lemma, instead we will show first some quantitative estimates on the function \(\bar{u}\) and in particular its behaviour near the singular set \(\Sigma\) and at infinity.

**Lemma 3.5.** Let \(S(\bar{u}) = (-\Delta)^{\gamma} \bar{u} - c_{n, \gamma} \bar{u}^\beta\). Then if the parameters satisfy (3.7)-(3.10), we have the following estimate on \(S(\bar{u})\):

\[
\|S(\bar{u})\|_{**} \leq C e^{-\frac{(n-2\gamma)L}{4}(1+\xi)}
\]

for some \(\xi > 0\) independent of \(L\) large.

**Proof.** As usual, for simplicity, we prove the estimates in (3.19) for the \(L^\infty\) norm, namely, we prove the following estimates:

\[
|S(\bar{u})(x)| \leq C |x - p_i|^{\min\{\gamma_1, -\frac{n-2\gamma}{r} - 2\gamma\}} e^{-\frac{(n-2\gamma)L}{4}(1+\xi)},
\]

near each singular point \(p_i\) and

\[
|S(\bar{u})(x)| \leq C |x|^{-(n+2\gamma)} e^{-\frac{(n-2\gamma)L}{4}(1+\xi)}.
\]

for \(\text{dist}(x, \Sigma) \geq 1\).

First we show the estimates for the particular case that all the parameters \(a^j, r^j\) are zero. Let \(\bar{u}_0\) be the approximate solution from (3.4) in this case. Without loss of generality, assume \(p_1 = 0\) and we consider in the region \(\text{dist}(x, \Sigma) \geq 1\). In this region, \(\chi_i = 0\) for all \(i\), one has

\[
S(\bar{u}_0) = (-\Delta)^{\gamma} \bar{u}_0 - c_{n, \gamma} \bar{u}_0^\beta = (-\Delta)^{\gamma} \left( \sum_{i=1}^{k} \sum_{j=0}^{\infty} w_j^i + \chi_i \phi_i \right) - c_{n, \gamma} \left( \sum_{i=1}^{k} \sum_{j=0}^{\infty} w_j^i \right)^\beta
\]

\[
= -c_{n, \gamma} \left( \sum_{i=1}^{k} w_j^i \right)^\beta - \sum_{i,j} (w_j^i)^\beta + (-\Delta)^{\gamma} \left( \sum_{i=1}^{k} \chi_i \phi_i \right) =: I_1 + I_2.
\]

First, using the fact that

\[
|w_j^i| \sim (\lambda_j^i)^{\frac{n-2\gamma}{r}} |x|^{-(n-2\gamma)},
\]

and recalling the relation between \(L\) and \(L_i\) from (3.3) we have

\[
I_1 \leq C e^{-\frac{(n-2\gamma)L_i}{4} \xi} |x|^{-(n+2\gamma)} \leq C e^{-\frac{(n-2\gamma)L}{4} \xi} |x|^{-(n+2\gamma)}.
\]

For \(I_2\), recall that by Corollary 2.4

\[
\phi_i = |x - p_i|^{-\frac{n-2\gamma}{2}} \psi_i = |x - p_i|^{-\frac{n-2\gamma}{2}} e^{-\frac{(n-2\gamma)L}{4}(1+\xi)},
\]

we have for \(|x|\) large,

\[
(-\Delta)^{\gamma} \left( \chi_i \phi_i \right)(x) = P.V. \int_{\mathbb{R}^n} \frac{\chi_i(x) \phi_i(x) - \chi_i(y) \phi_i(y)}{|x - y|^{n+2\gamma}} dy = P.V. \int_{B_1} \frac{-\chi_i(y) \phi_i(y)}{|x - y|^{n+2\gamma}} dy
\]

\[
= |x|^{-(n+2\gamma)} e^{-\frac{(n-2\gamma)L_i}{4} \xi}.
\]

Thus one has for \(\text{dist}(x, \Sigma) \geq 1\),

\[
|S(\bar{u}_0)| \leq C |x|^{-(n+2\gamma)} e^{-\frac{(n-2\gamma)L}{4}(1+\xi)}.
\]

Next, we consider the region \(\frac{1}{2} \leq |x - p_i| \leq 1\). In this case, it is easy to check that

\[
|S(\bar{u}_0)| \leq C e^{-\frac{(n-2\gamma)L}{4}(1+\xi)}.
\]
Last we consider the region $|x| \leq \frac{1}{2}$. In this region we have $\chi_1 = 1$ and $\chi_i = 0$ for $i \neq 1$, so

$$\bar{u}_0 = u_{L_1} - (1 - \chi_1) \phi_1 + \sum_{i \neq 1} \left( \sum_{j=0}^{\infty} w_j^i + \chi_i \phi_i \right) - \sum_{j=\infty}^{-1} w_j^i.$$  

Hence

$$S(\bar{u}_0) = (-\Delta)^\gamma u_{L_1} - c_{n,\gamma} \left( \sum_{j=0}^{\infty} w_j^1 + \phi_1 + O\left(e^{-\frac{(n-2)\gamma}{4}L_1}\right) \right)^\beta + O\left(e^{-\frac{(n-2)\gamma}{4}(1+\xi)}\right)$$

$$= -c_{n,\gamma} \left[ (u_{L_1} + O\left(e^{-\frac{(n-2)\gamma}{4}L_1}\right))^\beta - u_{L_1}^\beta \right] + O\left(e^{-\frac{(n-2)\gamma}{4}(1+\xi)}\right)$$

$$\leq C u_{L_1}^{\beta-1} e^{-\frac{(n-2)\gamma}{4}L_1} + O\left(e^{-\frac{(n-2)\gamma}{4}(1+\xi)}\right)$$

$$\leq C|x|^{-2\gamma} \left( \sum_{j=-\infty}^{\infty} v_j(-\log |x|) \right)^{\beta-1} e^{-\frac{(n-2)\gamma}{4}L_1} + O\left(e^{-\frac{(n-2)\gamma}{4}(1+\xi)}\right)$$

$$\leq C|x|^{-\gamma_1 - 2\gamma} \left( \sum_{j=-\infty}^{\infty} v_j(-\log |x|) \right)^{\beta-1} e^{-\frac{(n-2)\gamma}{4}L_1} + O\left(e^{-\frac{(n-2)\gamma}{4}(1+\xi)}\right)$$

$$\leq C|x|^{-\gamma_1 - 2\gamma} e^{-\frac{(n-2)\gamma}{4}(1+\xi)},$$

where for the last inequality we have used (3.24) below in the region $|x| \leq \frac{1}{2}$. We have also denoted

$$v_j(t) := v(t - \frac{L_1}{4} - j L_1), \quad \text{for} \quad t = -\log |x|.$$  

In any case, for $t = -\log |x| < \frac{L_1}{4}$, we have

$$\sum_{j=\infty}^{\infty} v_j(-\log |x|) \leq C e^{-\frac{(n-2)\gamma}{4}L_1}, \quad |x| \leq C,$$

and for $t \geq \frac{L_1}{4}$, we have

$$\sum_{j=-\infty}^{\infty} v_j(-\log |x|) \leq C.$$  

Combining the above two estimates, we have for $\gamma_1 < 0$,

$$|x|^{-\gamma_1} \left( \sum_{j=-\infty}^{\infty} v_j(-\log |x|) \right)^{\beta-1} \leq C e^{-\xi L_1}.$$  

So for $|x| \leq \frac{1}{2}$, one has

$$|S(\bar{u}_0)| \leq C|x|^{-\gamma_1 - 2\gamma} e^{-\frac{(n-2)\gamma}{4}(1+\xi)}.$$  

Thus we get estimates (3.20) and (3.21) in this particular case.

Now we consider the case of a general configuration $r_j^i, a_j^i$. First we differentiate $S(\bar{u}_0)$ with respect to these parameters. Since the variation is linear in the displacements of the parameters, we vary the parameter of one point at one time. Varying $r_j^i$, we obtain

$$\frac{\partial}{\partial r_j^i} S(\bar{u}_0) = (-\Delta)^\gamma \frac{\partial u_j^i}{\partial r_j^i} - c_{n,\gamma} \beta \bar{a}_0^{\beta-1} \frac{\partial u_j^i}{\partial r_j^i} = \beta c_{n,\gamma} [w_j^i]^{\beta-1} \bar{u}_0^{\beta-1} \frac{\partial w_j^i}{\partial r_j^i}.$$  

From the estimate on $\phi_i$ and the condition on $r_j^i$, we have the following estimates:
For $\text{dist}(x, \Sigma) \geq 1$, 
\[
[(w_j^i)^\beta - \bar{u}_0^\beta - \frac{1}{\beta} \frac{\partial w_j^i}{\partial r_j^i}] \leq C \left( e^{- \frac{(n-2\gamma)L}{4}} |x|^{-(n-2\gamma)} \right) - \frac{\beta - 1}{(n-2\gamma)L(2j+1)} |x|^{-(n-2\gamma)} 
\leq C |x|^{-(n+2\gamma)} e^{- \frac{(n-2\gamma)L}{4}(1+\xi)} e^{-\sigma t_i},
\]
for a suitable choice of $\sigma > 0$. Next, when $|x - p_i| \leq 1$ for $i \neq 1$, for instance, similar to the estimates (3.22) and (3.23), one has
\[
[(w_j^i)^\beta - \bar{u}_0^\beta - \frac{1}{\beta} \frac{\partial w_j^i}{\partial r_j^i}] \leq C |x - p_i|^{-(n-2\gamma)} \left( \sum_{j=0}^{\infty} v_j (- \log |x - p_i|) \right) - \frac{\beta - 1}{(n-2\gamma)L(2j+1)} |x|^{-(n-2\gamma)} 
\leq C |x - p_i|^{\gamma - 2\gamma} e^{- \frac{(n-2\gamma)L}{4}(1+\xi)} e^{-\sigma t_i},
\]
while for $|x - p_1| \leq 1$, if $|t - t_1| \leq \frac{L}{2}$ it is true that
\[
[(w_j^i)^\beta - \bar{u}_0^\beta - \frac{1}{\beta} \frac{\partial w_j^i}{\partial r_j^i}] \leq C (w_i^\beta)^{\beta - 1} \left[ \sum_{l \neq j} w_l^i + e^{- \frac{(n-2\gamma)L}{4}} \right] 
\leq C \left[ |x|^{\frac{n+2\gamma}{2}} \sum_{l \neq j} v_l^{\beta - 1} v_l + |x|^{2\gamma} v_j^{\beta - 1} e^{- \frac{(n-2\gamma)L}{4}} \right] 
\leq C \left[ |x|^{\frac{n+2\gamma}{2}} e^{-\eta|t-t_j|} \sum_{l \neq j} e^{-2\gamma|l-t_j|} e^{- \frac{(n-2\gamma)L}{4} |l-t_j|} \right] 
\leq C \left[ |x|^{\frac{n+2\gamma}{2}} e^{-\eta|t-t_j|} \left| \gamma e^{-\gamma |l-t_j|} \right| e^{- \frac{(n-2\gamma)L}{4} (1+\xi)} \right],
\]
if we choose $0 < \eta < 2\gamma$. On the other hand, if $|t - t_j| \leq \frac{L}{2}$ for some $l \neq j$, one has
\[
[(w_j^i)^\beta - \bar{u}_0^\beta - \frac{1}{\beta} \frac{\partial w_j^i}{\partial r_j^i}] \leq C (w_i^\beta)^{\beta - 1} \frac{\partial w_j^i}{\partial r_j^i} 
\leq C |x|^{\frac{n+2\gamma}{2}} v_j^{\beta - 1} v_j 
\leq C |x|^{\frac{n+2\gamma}{2}} e^{-\eta|t-t_j|} e^{-\gamma |l-t_j|} e^{- \frac{(n-2\gamma)L}{4} |l-t_j|} 
\leq C |x|^{\frac{n+2\gamma}{2}} e^{-\eta|t-t_j|} e^{- \frac{(n-2\gamma)L}{4} (1+\xi)},
\]
if $\eta < \frac{n-2\gamma}{2}$ which is chosen small enough. Combining the above two estimates yields, for $|x| \leq 1$,
\[
[(w_j^i)^\beta - \bar{u}_0^\beta - \frac{1}{\beta} \frac{\partial w_j^i}{\partial r_j^i}] \leq C |x|^{\frac{n+2\gamma}{2}} e^{-\gamma t} e^{- \frac{(n-2\gamma)L}{4}(1+\xi)} + |x|^{\gamma} e^{- \frac{(n-2\gamma)L}{4}(1+\xi)}.
\]
Moreover, recalling (3.9), one can get that for $\text{dist}(x, \Sigma) \geq 1$,
\[
[(w_j^i)^\beta - \bar{u}_0^\beta - \frac{1}{\beta} \frac{\partial w_j^i}{\partial r_j^i}] \leq C |x|^{-(n+2\gamma)} e^{- \frac{(n-2\gamma)L}{4}(1+\xi)} e^{-\sigma t_i},
\]
and for \( \text{dist}(x, \Sigma) \leq 1 \),

\[
[w_j^i]^{\beta-1} - \bar{u}_0^{\beta-1} \frac{\partial w_j^i}{\partial \gamma_j} r_j^i \leq C[\text{dist}(x, \Sigma)^{-\frac{n+2\gamma}{2}} \text{dist}(x, \Sigma)^{\gamma_1-2\gamma}] e^{-\frac{(n-2\gamma)L}{2}(1+\xi)}
\]

\[
\leq C \text{dist}(x, \Sigma) \min\{\frac{-n-2\gamma+\gamma_1}{2}-2\gamma, e^{-\frac{(n-2\gamma)L}{2}(1+\xi)}
\]

for some \(-\frac{n-2\gamma}{2} < \gamma_1 < \min\{0, -\frac{n-2\gamma}{2} + 2\gamma\}\) and \(\tau\) small enough.

Similar estimates hold for \(\partial a_j\). We conclude from the above that

\[
|S(\bar{u}) - S(\bar{u}_0)| \leq C|x|(-n+2\gamma) e^{-\frac{(n-2\gamma)L}{4}(1+\xi)} \text{, if dist}(x, \Sigma) \geq 1,
\]

\[
C \text{dist}(x, \Sigma) \min\{\frac{-n-2\gamma+\gamma_1}{2}-2\gamma, e^{-\frac{(n-2\gamma)L}{2}(1+\xi)}\} \text{, if dist}(x, \Sigma) < 1.
\]

Thus we have

\[
\|S(\bar{u})\|_{\ast \ast} \leq C e^{-\frac{(n-2\gamma)L}{4}(1+\xi)},
\]

as desired.

\[
\square
\]

**Proof of Lemma 3.4.** The proof relies on a standard finite-dimensional Lyapunov-Schmidt reduction.

**Step 1: Preliminary calculations.** Multiply equation (3.17) by \(Z_j', v_t\) and integrate over \(\mathbb{R}^n\); we have

\[
(3.25) \quad \int_{\mathbb{R}^n} [(-\Delta)^{\gamma} \phi - c_{n, \gamma} \bar{u}^{\beta-1} \phi] Z_j', v_t \, dx = \int_{\mathbb{R}^n} h Z_j', v_t \, dx + \sum_{i,j,l} e_{j,l} \int_{\mathbb{R}^n} (w_j^i)^{\beta-1} Z_{j,l}^i Z_j', v_t \, dx.
\]

By the orthogonality condition satisfied by \(\phi\), we have that the left hand side of (3.25) is

\[
(3.26) \quad \int_{\mathbb{R}^n} [(-\Delta)^{\gamma} \phi - c_{n, \gamma} \bar{u}^{\beta-1} \phi] Z_j', v_t \, dx = c_{n, \gamma} \beta \int_{\mathbb{R}^n} [(w_j^i)^{\beta-1} - \bar{u}^{\beta-1}] \phi Z_j', v_t \, dx
\]

\[
= \left[ \int_{B_{(p_1, 1)}} + \sum_{i \neq j'} \int_{B_{(p_1, 1)}} + \int_{\mathbb{R}^n} \sum_{j \neq j'} \right] =: I_1 + I_2 + I_3.
\]

Without loss of generality, assume that \(i' = 1\) and \(p_1 = 0\). First we consider the case \(l' = 0\). Recalling the estimates for \(Z_j', \bar{u}\) from (3.11),

\[
I_1 = \int_{B_1} [(w_j^i)^{\beta-1} - \bar{u}^{\beta-1}] Z_{j,1} v_j \, dx \leq \|\phi\| \int_{B_1} [(w_j^i)^{\beta-1} - \bar{u}^{\beta-1}] |x|^\gamma \, dx
\]

\[
\leq \|\phi\| \int_{B_1} |x|^\gamma \sum_{j \neq j'} v_j \, dx \leq C \|\phi\| \int_0^\infty e^{-(\gamma_1 + \frac{n-2\gamma}{2})t} \sum_{j \neq j'} v_j \, dt
\]

\[
\leq C \|\phi\| e^{-\frac{(n-2\gamma)L}{2}(1+\xi)} e^{-(\gamma_1 + \frac{n-2\gamma}{2})t},
\]

\[
\leq C \|\phi\| e^{-\frac{(n-2\gamma)L}{2}(1+\xi)} e^{-(\gamma_1 + \frac{n-2\gamma}{2})t}.
\]
and notice that $\gamma_1 > -\frac{n-2\gamma}{2}$. Next,

$$I_2 = \sum_{i \neq 1} \int_{B(p_i, 1)} [(w_{j,i})^{\beta-1} - \tilde{u}^{\beta-1}] \phi Z_{j,i}^{\nu} \, dx \leq C \|\phi\| \sum_{i \neq 1} \int_{B(p_i, 1)} |(w_{j,i})^{\beta-1} - \tilde{u}^{\beta-1}| Z_{j,i}^{\nu} |x - p_i|^{\gamma_1} \, dx \leq C \|\phi\| \sum_{i \neq 1} \int_{B(p_i, 1)} |x - p_i|^{\gamma_1 - 2\gamma} (\lambda_{j,i}^{\nu})^{\frac{n-2\gamma}{2}} (\sum_j v_j) \, dx \leq C \|\phi\| (\lambda_{j,i}^{\nu})^{\frac{n-2\gamma}{2}} e^{-(n+\gamma_1-2\gamma)\frac{t}{2}} \leq C \|\phi\| e^{\gamma_1 t_{i,j}^{\nu} - \frac{n-2\gamma}{2} L - \frac{2\gamma}{L} e^{-(\gamma_1 + \frac{n-2\gamma}{2}) t_{i,j}^{\nu}}} \leq C \|\phi\| e^{\frac{(n-2\gamma)L}{4} (1+\epsilon) e^{-(\gamma_1 + \frac{n-2\gamma}{2}) t_{i,j}^{\nu}}},$$

and

$$I_3 = \int_{\mathbb{R}^n \setminus \cup_i B(p_i, 1)} [(w_{j,i})^{\beta-1} - \tilde{u}^{\beta-1}] \phi Z_{j,i}^{\nu} \, dx \leq C \|\phi\| \int_{\mathbb{R}^n \setminus \cup_i B(p_i, 1)} |x|^{-(n-2\gamma)} |x|^{-(n+2\gamma)} (\lambda_{j,i}^{\nu})^{\frac{n-2\gamma}{2}} e^{-\gamma L} \, dx \leq C \|\phi\| e^{\gamma_1 t_{i,j}^{\nu} - \gamma L e^{-(\gamma_1 + \frac{n-2\gamma}{2}) t_{i,j}^{\nu}}} \leq C \|\phi\| e^{\frac{(n-2\gamma)L}{4} (1+\epsilon) e^{-(\gamma_1 + \frac{n-2\gamma}{2}) t_{i,j}^{\nu}}},$$

where we have used $-\frac{n-2\gamma}{2} < \gamma_1 < -\frac{n-2\gamma}{2} + 2\gamma$.

On the other hand, for $l' = 1, \ldots, n$, recalling from (3.12) that $Z_{j,i}^{\nu} = O(|x-p_i|^{-\frac{n-2\gamma}{2}} (u_{j,i}^{\nu})^{1+\frac{n-2\gamma}{2}})$, then one can get similar estimates as above. In conclusion, one has

$$\int_{\mathbb{R}^n} [(-\Delta)^\gamma \phi - c_{n,\gamma} \tilde{u}^{\beta-1} \phi] Z_{j,i}^{\nu} \, dx \leq C \|\phi\| e^{\frac{(n-2\gamma)L}{4} (1+\epsilon) e^{-(\gamma_1 + \frac{n-2\gamma}{2}) t_{i,j}^{\nu}}},$$

for every $l = 0, \ldots, n$, which gives a good control of the left hand side of (3.25).

Now, for the first term in the right hand side of (3.25),

$$\int_{\mathbb{R}^n} h Z_{j,i}^{\nu} \, dx \leq C \int_{\mathbb{R}^n \setminus \cup_i B(p_i)} \|h\|_{\infty} |x|^{-(n+2\gamma)} |x|^{-(n-2\gamma)} e^{-(\frac{n-2\gamma}{2}) t_{i,j}^{\nu}} \, dx + \int_{B(p_i)} \|h\|_{\infty} |x - p_i|^{\gamma_1 - 2\gamma} |x - p_i|^{-\frac{n-2\gamma}{2}} [e^{-(\frac{n-2\gamma}{2}) t_{i,j}^{\nu}} + e^{-(\frac{n-2\gamma}{2} + 1) t_{i,j}^{\nu}}] \, dx \leq C \|h\|_{\infty} e^{-(\gamma_1 + \frac{n-2\gamma}{2}) t_{i,j}^{\nu}}.$$

The next step is to isolate the term $c_{j,i}^{\nu}$ in (3.25), by inverting the matrix $\int_{\mathbb{R}^n} (w_{j})^{\beta-1} Z_{j,i}^{\nu} Z_{j,i}^{\nu} \, dx$. For this, recall the orthogonality estimates from (3.13)-(3.14), which yield, for all $l = 0, \ldots, n$,

$$\int_{\mathbb{R}^n} (w_{j})^{\beta-1} Z_{j,i}^{\nu} Z_{j,i}^{\nu} \, dx = C_0 \delta_{i,l} \quad \text{and} \quad \int_{\mathbb{R}^n} (w_{j})^{\beta-1} Z_{j,i}^{\nu} Z_{j,i}^{\nu} \, dx = O(e^{-\frac{n-2\gamma}{2} (t_{i,j}^{\nu})}) \text{ if } j \neq j'.$$
plus a tiny error. Then using Lemma A.6 in [23] for the inversion of a Toeplitz-type operator, one has from (3.25) that
\[ |c^i_{j,l}| \leq C[e^{-(n-2\gamma)L(1+\xi)}\|\phi\|_* + \|h\|_{**}]e^{-\gamma(\gamma + \frac{n-2\gamma}{2})t'_j} \]
\[ + C \sum_{j' \neq j} e^{-(n-2\gamma)L(1+\xi)}\|\phi\|_* + \|h\|_{**}]e^{-\gamma(\gamma + \frac{n-2\gamma}{2})t'_j} \]
\[ \leq C[e^{-(n-2\gamma)L(1+\xi)}\|\phi\|_* + \|h\|_{**}]e^{-\gamma(\gamma + \frac{n-2\gamma}{2})t'_j}. \]

From the estimates for \(Z_{j,l}^i\) from (3.11)-(3.12) and the previous bound for \(c^i_{j,l}\) one can check that in \(B_1(p_i)\),
\[ |c^i_{j,l}(w_j^i)^{\beta-1}Z_{j,l}^i| \leq C|c^i_{j,l}| \cdot |x - p_i|^{-\frac{n+2\gamma}{2}}e^{-\frac{n+2\gamma}{2}|t' - t'_j|} \]
\[ \leq C|x - p_i|^{-\gamma/2}[e^{-(n-2\gamma)L(1+\xi)}\|\phi\|_* + \|h\|_{**}] \]
\[ \cdot e^{-\gamma(\gamma + \frac{n-2\gamma}{2})t'_j}e^{-\gamma(\gamma + \frac{n-2\gamma}{2})t'_j} \]
\[ \leq C|x - p_i|^{-\gamma/2}[e^{-(n-2\gamma)L(1+\xi)}\|\phi\|_* + \|h\|_{**}]e^{-\frac{\sigma}{2}|t' - t'_j|} \]
for some \(\sigma > 0\).

For \(x \in \mathbb{R}^n \setminus \cup_i B_1(p_i)\), one has
\[ |c^i_{j,l}(w_j^i)^{\beta-1}Z_{j,l}^i| \leq C(\lambda^i_j)^{\frac{n-2\gamma}{2}}|x|^{-(n+2\gamma)}|c^i_{j,l}| \]
\[ \leq C|x|^{-(n+2\gamma)}[e^{-(n-2\gamma)L(1+\xi)}\|\phi\|_* + \|h\|_{**}]e^{-\frac{\sigma}{2}|t' - t'_j|}. \]

Combining the above two estimates yields
\[ \|\sum c^i_{j,l}(w_j^i)^{\beta-1}Z_{j,l}^i\|_{**} \leq C[e^{-(n-2\gamma)L(1+\xi)}\|\phi\|_* + \|h\|_{**}]. \]

\textbf{Step 2: A priori estimates.} We are going to prove the a priori estimate (3.18) by a contradiction argument. First let us recall the problem we are going to consider:
\[ (-\Delta)^{\gamma} \phi - c_{n,\gamma}^{\beta-1} \phi = \bar{h}, \]
\[ \int_{\mathbb{R}^n} \phi(w_j^i)^{\beta-1}Z_{j,l}^i \, dx = 0, \quad i = 1, \ldots, k, \quad j = 0, 1, \ldots, l = 0, \ldots, n, \]
where have we denoted \(\bar{h} := h + \sum c^i_{j,l}(w_j^i)^{\beta-1}Z_{j,l}^i\), and which satisfies, by (3.28), that
\[ \|\bar{h}\|_{**} \leq C(\|h\|_{**} + o(1)\|\phi\|_*). \]

We are going to prove that
\[ \|\phi\|_* \leq C\|\bar{h}\|_{**}, \]
for where (3.18) follows immediately.

Assume that there exist sequences \(\{L_j^{(n)}\}\) with \(L_j^{(n)} \to \infty\), \(\{r_j^{i,(n)}\}, \{a_j^{i,(n)}\}, \{h^{(n)}\}, \{c_j^{i,(n)}\}\) and the corresponding solution \(\{\phi^{(n)}\}\) such that
\[ \|h^{(n)}\|_{**} \to 0, \quad \|\phi^{(n)}\|_* = 1. \]

In the following we will drop the index \(n\) if needed. First by the Green’s representation formula for the first equation in (3.29) we have
\[ \phi(x) = \int_{\mathbb{R}^n} (c_{n,\gamma}^{\beta-1}\phi + \bar{h})(y)G(x, y) \, dy =: I_1 + I_2, \]
where $G$ is the Green’s function for the fractional Laplacian $(-\Delta)^{\gamma}$, given by (7)

$$G(x, y) = C|x - y|^{-(n - 2\gamma)}.$$ 

First we consider the region $\{\text{dist}(x, \Sigma) \geq 1\}$. Here, for $I_2$,

$$I_2 = \int_{\mathbb{R}^n} \tilde{h}(y) G(x, y) \, dy$$

$$\leq \left[ \int_{\{\text{dist}(y, \Sigma) \leq 1\}} + \int_{\{1 < \text{dist}(y, \Sigma) < \frac{|x|}{2}\}} + \int_{\{\frac{|x|}{2} < \text{dist}(y, \Sigma) < 2|x|\}} + \int_{\{\text{dist}(y, \Sigma) \geq 2|x|\}} \right] \tilde{h}(y) G(x, y) \, dy$$

$$=: I_{21} + I_{22} + I_{23} + I_{24},$$

one has

$$I_{21} \leq \int_{\{\text{dist}(y, \Sigma) < 1\}} \frac{1}{|x - y|^{n - 2\gamma}} \|\tilde{h}\|_{\infty} \|y\|^{\gamma - 2\gamma} \, dy \leq C \|\tilde{h}\|_{\infty} |x|^{-(n - 2\gamma)},$$

$$I_{22} \leq \int_{\{1 < \text{dist}(y, \Sigma) < \frac{|x|}{2}\}} \frac{1}{|x - y|^{n - 2\gamma}} \|\tilde{h}\|_{\infty} |y|^{-2\gamma} \, dy$$

$$\leq C \|\tilde{h}\|_{\infty} |x|^{-(n - 2\gamma)} \int_{\{1 < \text{dist}(y, \Sigma) < \frac{|x|}{2}\}} |y|^{-(n + 2\gamma)} \, dy \leq C \|\tilde{h}\|_{\infty} |x|^{-(n - 2\gamma)},$$

$$I_{23} \leq \int_{\frac{|x|}{2} < \text{dist}(y, \Sigma) < 2|x|} \frac{1}{|x - y|^{n - 2\gamma}} \|\tilde{h}\|_{\infty} |y|^{-2\gamma} \, dy$$

$$\leq \|\tilde{h}\|_{\infty} |x|^{-(n + 2\gamma)} \int_{\frac{|x|}{2} < \text{dist}(y, \Sigma) < 2|x|} \frac{1}{|x - y|^{n - 2\gamma}} \, dy \leq C \|\tilde{h}\|_{\infty} |x|^{-(n - 2\gamma)},$$

$$I_{24} \leq \int_{\{\text{dist}(y, \Sigma) \geq 2|x|\}} \frac{1}{|x - y|^{n - 2\gamma}} \|\tilde{h}\|_{\infty} |y|^{-(n + 2\gamma)} \, dy \leq C \|\tilde{h}\|_{\infty} |x|^{-(n - 2\gamma)}.$$

Putting all together,

$$I_2 \leq C \|\tilde{h}\|_{\infty} |x|^{-(n - 2\gamma)}.$$  \hspace{1cm} (3.33)

Next for $I_1$,

$$I_1 = \left[ \int_{\{\text{dist}(y, \Sigma) \leq 1\}} + \int_{\{\text{dist}(y, \Sigma) \geq 1\}} \right] c_{\gamma, \beta} \beta^{\beta - 1} \phi G(x, y) \, dy =: I_{11} + I_{12}.$$ 

Since for $\text{dist}(y, \Sigma) \geq 1$ it holds that $\bar{u} = O(e^{-\frac{n - 2\gamma}{4L}}) |y|^{-(n - 2\gamma)}$ (recall (2.5)), then

$$I_{12} \leq Ce^{-\gamma L} \|\phi\|_{*} \int_{\{\text{dist}(y, \Sigma) \geq 1\}} |y|^{-(n + 2\gamma)} G(x, y) \, dy,$$

and similar to the estimate above we get that

$$I_{12} \leq o(1) \|\phi\|_{*} |x|^{-(n - 2\gamma)}.$$
Moreover,

\[ I_{11} \leq \sum_{i=1}^{k} \int_{\{y-p_i| \leq 1\}} |y-p_i|^{-2\gamma} (\sum_{j=0}^{\infty} v_j^i)^{\beta-1} \|\phi\|_s |y-p_i|^{\gamma_1} |x-y|^{-(n-2\gamma)} dy \]

\[ \leq C \|\phi\|_s |x|^{-(n-2\gamma)} \int_{\{y-p_i| < 1\}} |y-p_i|^{\gamma_1-2\gamma} (\sum_{j=0}^{\infty} v_j^i)^{\beta-1} dy \]

\[ \leq C \|\phi\|_s |x|^{-(n-2\gamma)} \int_0^\infty e^{-(n+\gamma_1-2\gamma)t} (\sum_{j=0}^{\infty} v_j^i)^{\beta-1} dt \]

\[ \leq C e^{-(n+\gamma_1-2\gamma)\frac{t}{2}} \|\phi\|_s |x|^{-(n-2\gamma)}. \]

Since \( \gamma_1 > -\frac{n-2\gamma}{2} \), by the above estimates one has

(3.34) \[ I_1 \leq o(1) \|\phi\|_s |x|^{-(n-2\gamma)}. \]

Summarizing, from (3.33) and (3.34) we obtain that, for \( \text{dist}(x, \Sigma) \geq 1 \),

\[ \sup_{\text{dist}(x, \Sigma) \geq 1} \{ |x|^{n-2\gamma} |\phi(x)| \} \leq C(\|\tilde{h}\|_{*s} + o(1) \|\phi\|_s) \to 0 \quad \text{as} \quad L \to \infty, \]

by our initial hypothesis (3.31). Moreover, because of the same reason, we know that there exists \( p_i \) such that

(3.35) \[ \sup_{|x-p_i| \leq 1} \{ |x-p_i|^{-\gamma_1} \phi(x) | \} \geq \frac{1}{2}. \]

The next step is to consider the region \( \{ |x-p_i| \leq 1 \} \). In order to simplify the notation, we assume that \( p_i = 0, \ |x| < 1 \). Again, we use Green’s representation formula (3.32), and we estimate both integrals \( I_1, I_2 \). On the one hand,

\[ I_2 = \left[ \int_{\{ |y| \geq 1 \}} + \int_{\{ |y| < 1 \}} \frac{1}{|x-y|^{n-2\gamma}} \|\tilde{h}\|_{*s} y^{-(n+2\gamma)} dy \right] G(x, y) \tilde{h} dy =: I_{21} + I_{22} + I_{23} + I_{24}, \]

where

\[ I_{21} \leq C \int_{\{ |y| \geq 1 \}} \frac{1}{|x-y|^{n-2\gamma}} \|\tilde{h}\|_{*s} y^{-(n+2\gamma)} dy \leq C \|\tilde{h}\|_{*s} |x|^{\gamma_1}, \]

\[ I_{22} \leq C \int_{\{ |y| < |x| \}} \frac{1}{|x-y|^{n-2\gamma}} \|\tilde{h}\|_{*s} y^{\gamma_1-2\gamma} dy \leq C \|\tilde{h}\|_{*s} \int_{\{ |y| < |x| \}} \frac{1}{|x|^{n-2\gamma}} |y|^{\gamma_1-2\gamma} dy \leq C \|\tilde{h}\|_{*s} |x|^{\gamma_1}, \]

\[ I_{23} \leq C \|\tilde{h}\|_{*s} |x|^{\gamma_1-2\gamma} \int_{\{ |y| < 2 \}} \frac{1}{|x-y|^{n-2\gamma}} dy \leq C \|\tilde{h}\|_{*s} |x|^{\gamma_1}, \]

\[ I_{24} \leq C \|\tilde{h}\|_{*s} |x|^{\gamma_1-2\gamma} \int_{\{ |y| < 2 \}} \frac{1}{|x-y|^{n-2\gamma}} |y|^{\gamma_1-2\gamma-n+2\gamma} dy \leq C \|\tilde{h}\|_{*s} |x|^{\gamma_1}. \]

Thus one has

\[ I_2 \leq C \|\tilde{h}\|_{*s} |x|^{\gamma_1}. \]

On the other hand, for \( I_1 \),

\[ I_1 = \left[ \int_{\{ |y| > 1 \}} + \int_{\{ |y| < 1 \}} \right] c_{n, \gamma} \beta \tilde{u}^{\beta-1} \phi G(x, y) dy =: I_{11} + I_{12}. \]
Similar to the estimates for $\tilde{h}$,
\[
I_{11} \leq C \int_{\{\text{dist}(y, \Sigma) \geq 1\}} e^{-\gamma L}|y|^{-4\gamma} \frac{1}{|x-y|^{n-2\gamma}} \|\phi\|_\ast |y|^{-(n-2\gamma)} \, dy \leq o(1)\|\phi\|_\ast |x|^{\gamma_1}.
\]

The final step is to estimate $I_{12}$. For this we consider $\phi$ in the region $A_j := \sqrt{\lambda_j^{1+1}} < |x| < \sqrt{\lambda_j^{1}-1}$, and define a scaled function $\tilde{\phi}_j(\tilde{x}) = (\lambda_j^{1})^{-\gamma} \phi(\lambda_j^{1}\tilde{x})$ defined in the region $A_j = \frac{A_j}{\lambda_j} \to (0, \infty)$ as $n \to \infty$. Then $\tilde{\phi}_j$ will satisfy the following equation
\[
\begin{cases}
(-\Delta)^\gamma \tilde{\phi}_j - c_{n,\gamma} \beta \left(\frac{1}{1 + |\tilde{x}|^2}\right)^{2\gamma} (1 + o(1)) \tilde{\phi}_j = (\lambda_j^{1})^{2\gamma-\gamma_1} \tilde{h}(\lambda_j^{1}\tilde{x}) & \text{in } A_j, \\
\int_{\mathbb{R}^n} \tilde{\phi}_j(w_j^{\beta-1}(\lambda_j^{1}\tilde{x})Z_j^1(\lambda_j^{1}\tilde{x})) \, d\tilde{x} = 0.
\end{cases}
\]

Since $|\tilde{h}| \leq C \|\tilde{h}\|_\ast |\lambda_j^{1}\tilde{x}|^{\gamma_1-2\gamma}$ as $n \to \infty$, $\tilde{\phi}_j \to \tilde{\phi}$ in any compact set $\frac{1}{R} \leq |\tilde{x}| \leq R$ for $R$ large enough (to be determined later), where $\tilde{\phi}$ is a solution of the following equation
\[
\begin{cases}
(-\Delta)^\gamma \tilde{\phi} - c_{n,\gamma} \beta \tilde{u}^{\beta-1} \tilde{\phi} = 0, \\
\int_{\mathbb{R}^n} \tilde{\phi} \tilde{u}^{\beta-1} Z_l \, dx = 0,
\end{cases}
\]

where $\tilde{u}$ is the standard bubble solution and $Z_l$, $l = 0, \ldots, n$, are the corresponding kernels mentioned in Lemma 2.1. By the non-degeneracy of the bubble, one has $\tilde{\phi} = 0$, i.e. $\tilde{\phi}_j \to 0$ in $\frac{1}{R} < |\tilde{x}| < R$. If we consider the original $\phi$, this is equivalent to that $|x|^{-\gamma_1} \phi(x) \to 0$ in $\cup_j \{\frac{\lambda_j^{1}}{R} < |x| < R\lambda_j^{1}\}$ as $n \to \infty$. Using this result, we now consider $I_{12}$:
\[
I_{12} = \int_{\{|y| < 1\}} c_{n,\gamma} \beta \tilde{u}^{\beta-1} \phi G(x, y) \, dy \\
\leq \sum_j \left[ \int_{\left\{\frac{\lambda_j^{1}}{R} < |x| < R\lambda_j^{1}\right\}} + \int_{\{|y| < 1\} \setminus \left\{\frac{\lambda_j^{1}}{R} < |x| < R\lambda_j^{1}\right\}} \right] \tilde{u}^{\beta-1} \phi G(x, y) \, dy =: I_{121} + I_{122}.
\]

Recalling (3.4), we have that in $\{|y| < 1\}$, $\tilde{u} = |y|^{-\frac{n-2\gamma}{2}} (\sum_{j=0}^{\infty} v_j^j)(1 + o(1))$. Then in the region $\{|y| < 1\} \setminus \left\{\frac{\lambda_j^{1}}{R} < |x| < R\lambda_j^{1}\right\}$, one has $\sum_j v_j^j \leq C e^{-\frac{(n-2\gamma)}{4} R}$ which can be small enough choosing $R$ large enough but independent of $n$. Using this estimate we can assert that
\[
I_{122} \leq C e^{-2R} \int_{|y| < 1} \frac{1}{|x-y|^{n-2\gamma}} \, dy \leq C e^{-2R|x|^{\gamma_1}}.
\]

In addition, by the previous argument we know that $|x|^{-\gamma_1} \phi(x) \to 0$ in $\cup_j \{\frac{\lambda_j^{1}}{R} < |x| < R\lambda_j^{1}\}$, and one has
\[
I_{121} \leq C \sum_j \int_{\left\{\frac{\lambda_j^{1}}{R} < |x| < R\lambda_j^{1}\right\}} \phi \|y|^{-\gamma_1} \frac{|y|^{\gamma_1-2\gamma} (\sum_j v_j^j)^{\beta-1} \, dy}{|x-y|^{n-2\gamma}} \leq o(1) \int_{|y| \leq 1} \frac{|y|^{\gamma_1-2\gamma}}{|x-y|^{n-2\gamma}} \, dy \leq o(1)|x|^{\gamma_1}.
\]

Combining all the above estimates yields that in the set $\{|x| < 1\}$ we must have $|x|^{-\gamma_1} \phi(x) = o(1)$ as $n \to \infty$, which is a contradiction to (3.35). This completes the proof of the a priori estimate (3.30), as desired.
Step 3: Existence and uniqueness. Consider the space
\[\mathcal{H} = \left\{ u \in H^\gamma(\mathbb{R}^n), \int_{\mathbb{R}^n} u(w_i^j)^{\beta-1}Z_{j,l}^i \, dx = 0 \quad \text{for all } i,j,l \right\}.\]

Notice that the problem (3.17) in \(\phi\) gets rewritten as
\[(3.36) \quad \phi + K(\phi) = \tilde{h} \text{ in } \mathcal{H},\]
where \(\tilde{h}\) is defined by duality and \(K : \mathcal{H} \to \mathcal{H}\) is a linear compact operator. Using Fredholm’s alternative, showing that equation (3.36) has a unique solution for each \(\tilde{h}\) is equivalent to showing that the equation has a unique solution for \(\tilde{h} = 0\), which in turn follows from the previous a priori estimate. This concludes the proof of Lemma 3.4.

\[\Box\]

Proof of Proposition 3.3. The proof relies on the contraction mapping in the above weighted norms. We set
\[S(\bar{u}) = (-\Delta)^{\gamma} \bar{u} - c_{n,\gamma} \bar{u}^\beta,\]
and also define the linear operator
\[L(\phi) = (-\Delta)^{\gamma} \phi - c_{n,\gamma} \beta \bar{u}^\beta - 1 \phi.\]
We have that \(\bar{u} + \phi, \phi \in \mathcal{C}_*\) solves equation (3.15) if and only if \(\phi\) satisfies
\[(3.37) \quad \phi = G(\phi)\]
where
\[G(\phi) := L^{-1}(S(\bar{u})) + c_{n,\gamma}L^{-1}(N(\phi)).\]
Here we have defined
\[N(\phi) := (\bar{u} + \phi)^\beta - \bar{u}^\beta - \beta \bar{u}^\beta - 1 \phi.\]
Also, by \(L^{-1}\), we are denoting the linear operator which, according to Lemma 3.4, associates with \(\tilde{h} \in \mathcal{C}_*\) the function \(\phi \in \mathcal{C}_*\) solving (3.17).

We find a solution for (3.37) by a standard contraction mapping argument. First by the definition of \(G\), one has
\[\|G(\phi)\|_* \leq C (\|S(\bar{u})\|_{**} + \|N(\phi)\|_{**}).\]
Fixing a large \(C_1 > 0\), we define the set
\[B_{C_1} = \{ \phi \in \mathcal{C}_* : \|\phi\|_* \leq C_1 e^{-\frac{\alpha-n+2\gamma}{2}(1+\varepsilon)}, \int_{\mathbb{R}^n} \phi(w_i^j)^{\beta-1}Z_{j,l}^i \, dx = 0, \forall i,j,l \}.\]
Note that
\[|(\bar{u} + \phi)^\beta - \bar{u}^\beta - \beta \bar{u}^\beta - 1 \phi| \leq C \begin{cases} \bar{u}^\beta - \frac{1}{2} \phi, & \text{if } |\bar{u}| \geq \frac{1}{4} \phi, \\ \phi, & \text{if } |\bar{u}| \leq \frac{1}{4} \phi. \end{cases}\]
Now, let \(\phi \in B_{C_1}\). By our construction, we have that if \(\text{dist}(x, \Sigma) < 1\),
\[|N(\phi)| \leq C(\bar{u}^\beta - \phi^\beta + \phi^\beta)\]
\[\leq C \sum_{i=1}^{k} \left[ \|\phi\|^2 \|w^\beta - 2|x - p_i|^{2\gamma_1} + \|\phi\|^2 |x - p_i|^{\beta \gamma_1} \right] \]
\[\leq C \sum_{i=1}^{k} \left[ \|\phi\|^2 |x - p_i|^{\gamma_1-2\gamma} |x - p_i|^{\gamma_1+\frac{n-2\gamma}{2}} + \|\phi\|^2 |x - p_i|^{\gamma_1-2\gamma} |x - p_i|^{\beta \gamma_1-\gamma_1+2\gamma} \right] \]
\[\leq C \sum_{i=1}^{k} \left[ \|\phi\|^2 + \|\phi\|^2 |x - p_i|^{\gamma_1-2\gamma} \right].\]
and for \( \text{dist}(x, \Sigma) \geq 1 \),
\[
|N(\phi)| \leq C[\|\phi\|_{2}^{\beta-2}|x|^{-2(n-2\gamma)} + \|\phi\|_{2}^{\beta}|x|^{-\beta(n-2\gamma)}] \\
\leq C|x|^{-(n+2\gamma)}[e^{-\frac{(n-2)(n-2\gamma)\beta}{2}}\|\phi\|_{2}^{2} + \|\phi\|_{2}^{\beta}] .
\]

Combining the above two estimates, one has
\[
\|N(\phi)\|_{**} \leq C[e^{-\frac{(n-2)(n-2\gamma)\beta}{2}}\|\phi\|_{2}^{2} + \|\phi\|_{2}^{\beta}] \leq o(1)\|\phi\|_{*}.
\]

Now we consider two functions \( \phi_1, \phi_2 \in B_{C^1} \), it is easy to see that for \( L \) large,
\[
\|N(\phi_1) - N(\phi_2)\|_{**} \leq o(1)\|\phi_1 - \phi_2\|_*.
\]
Therefore, by the above estimates for \( N(\phi) \) and (3.19), \( G \) is a contraction mapping in \( B_{C^1} \), thus it has a fixed point in this set. This completes the proof of the Proposition. \( \square \)

4. Estimates on the coefficients \( \beta_{j,l}^i \)

In this section we prove some estimates related to the coefficients \( \beta_{j,l}^i \) obtained in the last section, first in the special case of the configuration \((r_j^i, a_j^i) = (0, 0)\) and then for a general configuration of parameters satisfying (3.7)-(3.10). These are studied in subsections 4.1 and 4.2 respectively. Later on, in the next section, we study also the derivative with respect to a variation of the parameters.

4.1. Estimates on the \( \beta_{j,l}^i \) for \((a_j^i, r_j^i) = (0, 0)\). In this subsection, we prove the decay of \( \beta_{j,l}^i \) when the parameters \((a_j^i, r_j^i) = (0, 0)\). We denote \( \bar{u}_0 \) to be the approximate solution and \( \phi \) the perturbation function found in Proposition 3.3 for this particular case. Define the numbers \( \tilde{\beta}_{j,l}^i \) as
\[
\tilde{\beta}_{j,l}^i = \int_{\mathbb{R}^n} [(-\Delta)^{\gamma}(\bar{u}_0 + \phi) - c_{n,\gamma}(\bar{u}_0 + \phi)^{\beta}]Z_{j,l}^i \, dx.
\]

Then we have the following estimates on \( \tilde{\beta}_{j,l}^i \):

**Lemma 4.1.** Given \( \{R^i\} \) satisfying (3.7) and let \( \bar{u}_0 \) be the function defined in (3.4) for the parameters \((a_j^i, r_j^i) = (0, 0)\). Let \( \phi \) and \( (c_{j,l}^i) \) be given in Proposition 3.3. Then the coefficients \( \beta_{j,l}^i \) satisfy
\[
\tilde{\beta}_{0,0}^i = -c_{n,\gamma} q_i A_2 \sum_{\nu \neq i} |p_{l} - p_{\nu}|^{-(n-2\gamma)}(R^\nu R^l)\frac{n-2\gamma}{2} q_{\nu} - q_i e^{-\frac{(n-2)(n-2\gamma)\beta}{4}}(1 + o(1)) + O(e^{-\frac{(n-2)(n-2\gamma)\beta}{4}(1+\xi)}),
\]
\[
\tilde{\beta}_{0,l}^i = c_{n,\gamma} q_i A_3 \sum_{\nu \neq l} |p_{l} - p_{\nu}|^{n-2\gamma+2} (R^\nu R^l)\frac{n-2\gamma}{2} q_{\nu} q_{\nu} e^{-\frac{n-2\gamma}{2}t} + O(e^{-\frac{(n-2)(n-2\gamma)\beta}{4}(1+\xi)}) \text{ for } l = 1, \cdots, n.
\]

For \( j \geq 1 \), we have
\[
\tilde{\beta}_{j,0}^i = O(e^{-\frac{(n-2)(n-2\gamma)\beta}{4}(1+\xi)} e^{-\sigma t_j^i}),
\]
\[
\tilde{\beta}_{j,l}^i = O(e^{-\frac{(n-2)(n-2\gamma)\beta}{4}(1+\xi)} e^{-\sigma t_{j,l}^i}),
\]
where \( A_2 > 0, A_3 < 0 \) are two constants independent of \( L \) and \( \sigma = \min\{\gamma_1 + \frac{n-2\gamma}{2}, \frac{n-2\gamma}{4}\} \) independent of \( L \) large.

**Proof.** With some manipulation and the orthogonality condition satisfied by \( \phi \), we find that
\[
\tilde{\beta}_{j,l}^i = \tilde{\beta}_{j,l,1}^i + \tilde{\beta}_{j,l,2}^i + \tilde{\beta}_{j,l,3}^i,
\]
for
\[
\beta_{j,1}^i = \int_{\mathbb{R}^n} \left[ (-\Delta)^{\gamma} \bar{u}_0 - c_{n,\gamma}(\bar{u}_0)^{\beta} \right] Z_{j,l}^i dx,
\]
\[
\beta_{j,2}^i = \int_{\mathbb{R}^n} \mathbb{L}_0(\phi) Z_{j,l}^i dx = -c_{n,\gamma} \beta \int_{\mathbb{R}^n} \left[ (\bar{u}_0)^{\beta-1} - (w_j^i)^{\beta-1} \right] Z_{j,l}^i \phi dx,
\]
\[
\beta_{j,3}^i = -c_{n,\gamma} \int_{\mathbb{R}^n} \left[ (\bar{u}_0 + \phi)^{\beta} - (\bar{u}_0)^{\beta} - \beta(\bar{u}_0)^{\beta-1} \phi \right] Z_{j,l}^i dx,
\]
where we have defined \( \mathbb{L}_0(\phi) = (-\Delta)^{\gamma} \phi - c_{n,\gamma}(\bar{u}_0)^{\beta-1} \).

**Step 1: Estimate for** \( \beta_{j,2}^i \) and \( \beta_{j,3}^i \). By the estimates in the proof of Lemma 3.4 and the bounds satisfied by \( \phi \), one has
\[
|\beta_{j,2}^i| \leq C e^{-\frac{(n-2\gamma)}{2}(1+\epsilon)} e^{-(\gamma_1 + \frac{n-2\gamma}{2})t_j}.
\]
In addition,
\[
-\beta_{j,3}^i = \int_{\mathbb{R}^n} N(\phi) Z_{j,l}^i dx
\]
\[
\quad = \int_{B(p_i,1)} + \sum_{i' \neq i} \int_{B(p_i',1)} + \int_{\mathbb{R}^n \setminus B(p_i,1)} =: J_1 + J_2 + J_3.
\]
We estimate this expression term by term. For \( l = 0 \), one has
\[
J_1 = \int_{B(p_i,1)} N(\phi) Z_{j,l}^i dx \leq C \int_{B(p_i,1)} \|\phi\|_* \|x - p_i\|^{2\gamma_1} \bar{u}^{\beta-2} Z_{j,l}^i dx
\]
\[
\quad \leq C \|\phi\|_* \int_{B(p_i,1)} |x - p_i|^{2\gamma_1 - \frac{6-n}{2}} |x - p_i|^{-\frac{n-2\gamma}{2}} |v_{i'}| dx
\]
\[
\quad \leq C e^{-\frac{(n-2\gamma)L}{2}(1+\epsilon)} e^{-\min\{2(\gamma_1 + \frac{n-2\gamma}{2}) \lambda_j^i\} t_j},
\]
recalling (3.16). Similarly,
\[
J_2 = \sum_{i' \neq i} \int_{B(p_i',1)} N(\phi) Z_{j,l}^i dx \leq C \|\phi\|_* \sum_{i' \neq i} \int_{B(p_i',1)} |x - p_{i'}|^{2\gamma_1} |x - p_{i'}|^{\frac{n-2\gamma}{2}} Z_{j,l}^i dx
\]
\[
\quad \leq C \|\phi\|_* \left( \lambda_j^i \right)^{-\frac{n-2\gamma}{2}} \leq C e^{-\frac{(n-2\gamma)L}{2}(1+\epsilon)} e^{-\frac{n-2\gamma}{2} t_j}
\]
and
\[
J_3 = \int_{\mathbb{R}^n \setminus B(p_i,1)} N(\phi) Z_{j,l}^i dx
\]
\[
\quad \leq C \|\phi\|_* \int_{\mathbb{R}^n \setminus B(p_i,1)} |x|^{-2(n-2\gamma)} \bar{u}^{\beta-2} Z_{j,l}^i dx
\]
\[
\quad \leq C \|\phi\|_* \int_{\mathbb{R}^n \setminus B(p_i,1)} |x|^{-2(n-2\gamma)} e^{-(\beta-2)\frac{n-2\gamma}{2}} |x|^{-(\beta-2)} (\lambda_j^i)^{\frac{n-2\gamma}{2}} |x|^{-(n-2\gamma)} dx
\]
\[
\quad \leq C e^{-\frac{(n-2\gamma)L}{2}(1+\epsilon)} e^{-\frac{n-2\gamma}{2} t_j}.
\]
Combining the above estimates, we have for \( l = 0 \),
\[
|\beta_{j,0,2}^i| + |\beta_{j,0,3}^i| \leq C e^{-\frac{(n-2\gamma)L}{2}(1+\epsilon)} e^{-(\gamma_1 + \frac{n-2\gamma}{2}) t_j}.
\]
For \( l = 1, \cdots, n \), by the estimate for \( \phi \) given in (3.16) and the bounds for the term \( I_1 \) from (3.26) in Section 3 one obtains a similar estimate as above. But this is not enough for our analysis; one needs
to be more precise. In order to do this, first recall the definition of $\bar{u}_0$ from (3.4). Then

$$\bar{u}_0 = \sum_{i=1}^{k} U_i(|x - p_i|),$$

where $U_i$ are radial functions in $|x - p_i|$. Near each singular point $p_i$, we can decompose

$$\bar{u}_0 = U_i(|x - p_i|) + D_i + O(\lambda_0^i |x - p_i|),$$

where $D_i$ depends on $p_i - p_{i'}$ for $i' \neq i$. And similarly, we can decompose $S(\bar{u}_0)$ into two parts,

$$S(\bar{u}_0) = \mathcal{E}(|x - p_i|) + \mathcal{E}_1(x),$$

where $\mathcal{E}$ is radial function in $|x - p_i|$ and can be controlled by $C e^{-\frac{(n-2)\lambda_i}{4} (1+\epsilon)}|x - p_i|^{\gamma_1 - 2\gamma}$; the second term can be controlled by $C e^{-\frac{(n-2)\lambda_i}{4} (1+\epsilon)}|x - p_i|^{\gamma_1 - 2\gamma + 1}$. We now proceed as follows. Let $\varphi_i = \varphi_i(|x - p_i|)$ be the solution to

$$\begin{aligned}
(-\Delta)^\gamma \varphi_i - c_{n,\gamma/\beta} U_i D_i \varphi_i \chi_i &= \mathcal{E}(|x - p_i|) \chi_i + \sum_{j=0}^{\infty} c_{j,0} (w_j^i)^{\beta - 1} Z_j^i, \\
\int_{\mathbb{R}^n} (w_j^i)^{\beta - 1} Z_j^i \varphi_i \, dx &= 0 \quad \text{for } j = 0, \ldots, \infty.
\end{aligned}$$

Note that the existence of such a $\varphi_i$ can be proved similarly to the arguments in Section 3. Moreover, as in (3.16) one has

$$\| \varphi_i \| \leq C e^{-\frac{(n-2)\lambda_i}{4} (1+\epsilon)}.$$

Then we decompose $\phi = \sum_{i=1}^{k} \varphi_i \chi_i + \tilde{\phi}$. In this case, since we have cancelled the radial part in the error near each singular point $p_i$ by $\varphi_i$, then the extra error will have an extra factor $|x - p_i|$ and $\tilde{\phi}$ will satisfy

$$|\tilde{\phi}| \leq C \begin{cases} 
 e^{-\frac{(n-2)\lambda_i}{4} (1+\epsilon)} |x - p_i|^{\gamma_1 + 1} & \text{in } B(p_i, 1), \\
 e^{-\frac{(n-2)\lambda_i}{4} (1+\epsilon)} |x|^{-(n-2)} & \text{in } \mathbb{R}^n \setminus \cup_i B(p_i, 1).
\end{cases}$$

Therefore, by the above decomposition of $\phi$ into radial and nonradial parts one deduces

$$-\beta_{j,l}^i = - \int_{\mathbb{R}^n} \mathbb{L}_0(\phi) Z_{j,l}^i \, dx$$

$$= \int_{\mathbb{R}^n} \left[ (\bar{u}_0)^{\beta - 1} - (w_j^i)^{\beta - 1} \right] Z_{j,l}^i \phi \, dx$$

$$= \int_{\mathbb{R}^n} \left[ (U_i + D_i)^{\beta - 1} - (w_j^i)^{\beta - 1} \right] Z_{j,l}^i \tilde{\phi} \, dx + \int_{\mathbb{R}^n} \left[ (\bar{u}_0)^{\beta - 1} - (U_i + D_i)^{\beta - 1} \right] Z_{j,l}^i \phi \, dx.$$

Similar to the estimate of $I_1$ in the proof of Lemma 3.4, recalling the asymptotic behaviour of $\tilde{\phi}$ near $p_i$, we can get that the first term can be controlled by

$$\lambda_j^i e^{-\frac{(n-2)\lambda_i}{4} (1+\epsilon)} e^{-\gamma_1 + \frac{n-2}{4}} \xi_j^i.$$
in a ball \( B(p_i, 1) \) (see (3.27) and notice the extra factor \( \lambda_j^i \)). For the second term,
\[
\int_{B(p_i, 1)} [(\bar{u}_0)^{\beta - 1} - (U_i + D_{ij})^{\beta - 1}] Z_{j,l}^i \phi \, dx 
\leq C e^{-\frac{n-2\gamma}{4}} \| \phi \|_2 \int_{B(p_i, 1)} \| x \|^{\gamma - 2\gamma + 1} \left( \sum_{j'} v_{j'} \right)^{\beta - 2} v_j^{1 + \frac{2}{4-n}} \, dx
\leq C e^{-\frac{n-2\gamma}{4} (1+\xi)} \int_{B(p_i, 1)} \| x \|^{\gamma - 2\gamma + 1} v_j^{\beta - 1 + \frac{2}{4-n}} \, dx
\leq C \lambda_j^i e^{-\frac{n-2\gamma}{4} (1+\xi)} e^{-(\gamma + \frac{n-2\gamma}{4}) t_j^i}.
\]
Combining the above two estimates,
\[
\int_{B(p_i, 1)} L_0(\phi) Z_{j,l}^i \, dx = O(\lambda_j^i e^{-\frac{n-2\gamma}{4} (1+\xi)} e^{-(\gamma + \frac{n-2\gamma}{4}) t_j^i}).
\]
Next, the asymptotic behaviour of \( Z_{j,l}^i \) at infinity, given by
\[
|Z_{j,l}^i| = (\lambda_j^i)^{\frac{n-2\gamma}{4} + 1} \| x \|^{-\frac{n-2\gamma}{4} + 1} \quad \text{if} \quad |x - p_i| \geq 1,
\]
yields that
\[
\sum_{\nu \neq i} \int_{B(p_i, 1)} L_0(\phi) Z_{j,l}^{i, \nu} \, dx + \int_{\mathbb{R}^n \cup \cup_{\nu \neq i} B(p_i, 1)} L_0(\phi) Z_{j,l}^i \, dx \leq C \lambda_j^i e^{-\frac{n-2\gamma}{4} (1+\xi)} e^{-(\gamma + \frac{n-2\gamma}{4}) t_j^i}.
\]
Using similar argument, we obtain an analogous estimate for \( \tilde{\beta}_{j,l,3}^i \). Thus for \( l = 1, \ldots, n \),
\[
|\tilde{\beta}_{j,l,2}^i| + |\tilde{\beta}_{j,l,3}^i| \leq C \lambda_j^i e^{-\frac{n-2\gamma}{4} (1+\xi)} e^{-(\gamma + \frac{n-2\gamma}{4}) t_j^i},
\]
which completes the proof of Step 1.

**Step 2: Estimate for \( \tilde{\beta}_{j,l,1}^i \).** Denote by \( E := S(\bar{u}_0) = (-\Delta)^\gamma \bar{u}_0 - c_{n,\gamma} \bar{u}_0^\beta \). We compute
\[
\tilde{\beta}_{j,l,1}^i = \int_{\mathbb{R}^n} E Z_{j,l}^i \, dx = \left[ \int_{B(p_i, 1)} + \sum_{\nu \neq i} \int_{B(p_i, 1)} + \int_{\mathbb{R}^n \cup B(p_i, 1)} \right] \, dx
\]
\[
= I_{1,j,l} + I_{2,j,l} + I_{3,j,l}.
\]
Recalling the estimate for \( E \) from (3.19) one has
\[
I_{2,j,0} \leq C e^{-\frac{n-2\gamma}{4} (1+\xi)} \sum_{\nu \neq i, 0} \int_{B(p_i, 1)} \| x - p_i \|^{\gamma - 2\gamma (\lambda_j^i)^{\tilde{\beta}_{j,l,2}^i}} \, dx \leq C e^{-\frac{n-2\gamma}{4} (1+\xi)} e^{-(\gamma + \frac{n-2\gamma}{4}) t_j^i}
\]
and
\[
I_{3,j,0} \leq C e^{-\frac{n-2\gamma}{4} (1+\xi)} \int_{\mathbb{R}^n \cup B(p_i, 1)} \| x \|^{-\gamma + 2\gamma (\lambda_j^i)^{\tilde{\beta}_{j,l,2}^i}} \| x \|^{-(\gamma - 2\gamma)} \, dx \leq C e^{-\frac{n-2\gamma}{4} (1+\xi)} e^{-(\gamma + \frac{n-2\gamma}{4}) t_j^i}.
\]
For \( l = 1, \ldots, n \), we know that \( |Z_{j,l}^i| = O(\lambda_j^i) Z_{j,0}^i \), which yields easily that
\[
|I_{2,j,l}| + |I_{3,j,l}| \leq C e^{-\frac{n-2\gamma}{4} (1+\xi)} e^{-(1 + \frac{n-2\gamma}{4}) t_j^i}.
\]
Next, for \( l = 0, \ldots, n \), we consider \( I_{1,l} \): fixed \( i, j \), substitute the expression for \( \bar{u}_0 \) from (3.4), so

\[
E = (-\Delta)^g \bar{u}_0 - c_{n,\gamma} \bar{u}_0^2
\]

\[
= (-\Delta)^g \left( \sum_{j'=0}^{\infty} w_{j'}^i \right) + (-\Delta)^g \phi_i - \beta c_{n,\gamma}(w_j^i)^{\beta-1}\phi_i + (-\Delta)^g (1-\chi_i)\phi_i
\]

\[
- c_{n,\gamma} \left( \sum_{j'=0}^{\infty} w_{j'}^i + \phi_i + \sum_{i' \neq i}^\infty w_{j'}^{i'} \right) - \sum_{j'=0}^{\infty} (w_{j'}^{i'})^{\beta} - \beta (w_j^i)^{\beta-1}\phi_i \right]
\]

\[
= -c_{n,\gamma} \left[ \sum_{j'=0}^{\infty} w_{j'}^i + \phi_i + \sum_{i' \neq i}^\infty w_{j'}^{i'} \right] - \sum_{j'=0}^{\infty} (w_{j'}^{i'})^{\beta} - \beta (w_j^i)^{\beta-1}\phi_i \right]
\]

\[
+ \mathbb{L}_j^i \phi_i + (-\Delta)^g (1-\chi_i)\phi_i.
\]

Here \( \mathbb{L}_j^i \) denotes the linearized operator around \( w_j^i \). Looking at the equation that \( \phi_i \) satisfies and its bounds (see formula (3.2) and Corollary 2.4), we have in general the following estimates:

On the one hand, for \( l = 0 \), since \( Z_{t_0} \) is odd in the variable \( t^i - t_j^i \), where we have defined \( t^i = -\log |x-p_i| \), by the above expansion for \( E \),

\[
I_{1,0} \leq C \int_{B(p_i,1)} \left( \sum_{i' \neq i}^\infty w_{i'}^j + \sum_{j' \neq j}^\infty w_{j'}^i \right) dx + O(e^{-\frac{(n-2)\gamma L}{4}(1+\xi)(\lambda_j^i)^\frac{n-2\gamma}{2}})
\]

\[
\leq C \left( \sum_{i' \neq i}^\infty (\lambda_j^i)^{\frac{n-2\gamma}{2}} \int_{B_1} |x|^{-2\gamma}(v_j^i)^{\beta-1} |x|^{-\frac{n-2\gamma}{2}} |(v_i^j)'| dx + \int_{B_1} \sum_{j' \neq j}^\infty |x|^{-n}(v_j^i)^{\beta-1}(v_i^j)'v_j^i dx \right.
\]

\[
\leq Ce^{-\frac{n-2\gamma}{4}L} \int_0^\infty e^{-\frac{n-2\gamma}{4}l} (v_j^i)^{\beta} dt + \int_0^\infty (v_j^i)^{\beta-1}(v_i^j)' \sum_{j' \neq j}^\infty v_j^i dt
\]

\[
+ O(e^{-\frac{(n-2)\gamma L}{4}(1+\xi)(\lambda_j^i)^\frac{n-2\gamma}{2}})
\]

\[
\leq Ce^{-\frac{n-2\gamma}{4}L} e^{-\frac{n-2\gamma}{4}l} \sum_{j' \leq 2j}^\infty (v_j^i)^{\beta-1}(v_i^j)'v_j^i dt + \sum_{j' \geq 2j+1}^\infty \int_0^\infty (v_j^i)^{\beta-1}(v_i^j)'v_j^i dt.
\]

Let us bound the two terms in this expression:

\[
\int_0^\infty (v_j^i)^{\beta-1}(v_i^j)' \sum_{j' \leq 2j} v_j^i dt
\]

\[
= \int_0^{t_j^{2j} + \frac{l_j^i}{2}} (v_j^i)^{\beta-1}(v_i^j)' \sum_{j' \leq 2j} v_j^i dt + \int_{t_j^{2j} + \frac{l_j^i}{2}}^\infty (v_j^i)^{\beta-1}(v_i^j)' \sum_{j' \leq 2j} v_j^i dt
\]

\[
(t' = t - t_j^i)
\]

\[
= \int_{-t_j^i}^{t_j^i} v_j^{\beta-1} v_i^{(t') \sum_{0 \leq j' \leq 2j} v_j^i dt' + \int_{t_j^{2j} + \frac{l_j^i}{2}}^\infty (v_j^i)^{\beta-1}(v_i^j)' \sum_{j' \leq 2j} v_j^i dt.
\]
For the first integral, since $v'(t')$ is odd in $t'$ and $\sum_{j' \leq 2j} v_{j'}^i$ is an even function of $t'$, this integral is 0.

In the meantime, thanks to the exponential decaying of $v$, the second integral is bounded by $e^{-\frac{n+2\gamma}{2} t_j^i}$, and we may conclude that

$$\int_0^\infty (v_j^i)^{\beta-1} (v_j^i)' \sum_{j' \leq 2j} v_{j'}^i \, dt \leq Ce^{-\frac{n+2\gamma}{2} t_j^i}.$$  

In addition,

$$\sum_{j' \geq 2j+1} \int_0^\infty (v_j^i)^{\beta-1} (v_j^i)' v_{j'}^i \, dt \leq Ce^{-\frac{(n-2\gamma)}{2} |t_{j+1}^i - t_j^i|} \leq Ce^{-\frac{n-2\gamma}{4} L} e^{-\frac{n-2\gamma}{2} t_j^i}.$$  

In conclusion, one has

$$I_{1,j,0} \leq Ce^{-\frac{n-2\gamma}{4} L} e^{-\frac{n-2\gamma}{2} t_j^i} + e^{-\frac{n+2\gamma}{2} t_j^i}.$$  

On the other hand, for $l = 1, \cdots, n$, since $Z_{j,l}^i$ is odd in $x - p_i$, and both $w_{j}^i$, $\phi_i$ are even in $x - p_i$, one has

$$I_{1,j,l} \leq C \int_{B(p_i, 1)} \sum_{i' \neq i} (w_{i'}^i)^{\beta-1} Z_{j,l}^i w_{i'}^i \, dx$$

$$\leq C \int_{B(p_i, 1)} \sum_{i' \neq i} |x - p_i|^{-\frac{n-2\gamma}{2} + 1} v_j^i 1 + \frac{n-2\gamma}{2} (\lambda_0^i)^{-\frac{n-2\gamma}{2}} \, dx$$

$$\leq Ce^{-\frac{n-2\gamma}{4} L} \int_{B_1} |x|^{-2\gamma v_j^i} |x|^{-\frac{n-2\gamma}{2} + 1} v_j^i 1 + \frac{2}{2} \, dx$$

$$\leq Ce^{-\frac{n-2\gamma}{4} L} e^{-(1+\frac{n-2\gamma}{2}) t_j^i}.$$  

From the above two estimates, when $j \geq 1$,

$$I_{1,j,l} \leq \begin{cases} e^{-(\frac{n-2\gamma}{2})L (1+\xi)} e^{-\sigma t_j^i} & \text{if } l = 0, \\ e^{-(\frac{n-2\gamma}{2})L (1+\xi)} e^{-(1+\sigma) t_j^i} & \text{if } l = 1, \cdots, n, \end{cases}$$

for some $\xi, \sigma > 0$.

On the contrary, for $j = 0$ one has

$$I_{1,0,0} = O(e^{-\frac{n-2\gamma}{4} L}), \quad I_{1,0,l} = O(\lambda_0^i) e^{-\frac{n-2\gamma}{2} L},$$

but can obtain more accurate estimates in this case. This is going to be the crucial step in the proof of the Lemma since it gives the formula for the compatibility condition of the balancing condition.

First, if $l = 0$,

$$I_{1,0,0} = -c_{n, \gamma} \beta \int_{\mathbb{R}^n} (w_{0}^i)^{\beta-1} (w_{0}^i) + \sum_{i' \neq i} w_{i'}^i ) Z_{0,0}^i \, dx + O(e^{-(\frac{n-2\gamma}{2})L (1+\xi)})$$

$$= T_{1,0} + T_{2,0} + O(e^{-(\frac{n-2\gamma}{2})L (1+\xi)}).$$

In this case, by expression (7.1),

$$T_{1,0} = -c_{n, \gamma} F(|\log \frac{\lambda_i}{\lambda_0^i}|) \log \frac{\lambda_i}{\lambda_0^i},$$

$$T_{2,0} = -c_{n, \gamma} F(|\log \frac{\lambda_i}{\lambda_0^i}|) \log \frac{\lambda_i}{\lambda_0^i}.$$
and by formula (7.2) and the relation that $Z_{0,0}^i = \frac{\partial u_0^i}{\partial \lambda_0^i} R^i$,

$$T_{2,0} = -c_{n,\gamma} \sum_{i \neq i} A_2 [p_{i'} - p_i]^{-\gamma} (\lambda_0^i \lambda_0^{i'})^{\gamma - \frac{n-2}{2}} [1 + O(\lambda_0^i)^2].$$

Combining the above two estimates yields

$$I_{1,0,0} = c_{n,\gamma} \left[ F(L_1) - \sum_{i \neq i} A_2 [p_{i'} - p_i]^{-\gamma} (\lambda_0^i \lambda_0^{i'})^{\gamma - \frac{n-2}{2}} \right] + O(e^{-\frac{(n-2)\gamma L}{2}(1+\xi)})$$

$$= c_{n,\gamma} \left[ q_i - A_2 \sum_{i \neq i} q_{i'} (R^i R^{i'})^{\gamma - \frac{n+2}{2}} [p_i - p_{i'}]^{-\gamma} \right] e^{-\frac{(n-2)\gamma L}{2}(1+o(1))}$$

$$+ O(e^{-\frac{(n-2)\gamma L}{2}(1+\xi)}).$$

On the other hand, for $l = 1, \ldots, n$

$$I_{1,0,l} = -c_{n,\gamma} \beta \int_{\mathbb{R}^n} (u^i_0)_{l=0}^{l-1} \left( \sum_{i \neq i} w^{i'}_j \right) Z_{0,0} dx + O(e^{-\frac{(n-2)\gamma L}{2}(1+\xi)} \lambda_0^i),$$

and recall that $Z_{l,0}^i = -\frac{\partial u^i}{\partial \lambda^i_j}$, by the estimate (7.3), one has

$$I_{1,0,l} = c_{n,\gamma} A_3 \sum_{i \neq i} \left( \frac{p_{i'} - p_i}{p_{i'} - p_i} \right)_{l=0}^{l-1} \left( \lambda_0^i \lambda_0^{i'} \right)^{\gamma - \frac{n-2}{2}} + O(e^{-\frac{(n-2)\gamma L}{2}(1+\xi)} \lambda_0^i).$$

Then combining the estimates for $\beta_{j,l,1}, \beta_{j,l,2}, \beta_{j,l,3}$, we achieve the proof of the Lemma.

\[ \square \]

**Remark 4.2.** Fixed $i$, if we consider the approximate solution $\tilde{u}_0^i$ with $a_j^i = 0, r_j^i = 0$ for $j = 0, \ldots, \infty$, then the same estimates for $\beta_{j,l}$ in the above lemma hold.

### 4.2. Estimates for general parameters

Next we study the coefficients $c_{j,l}$ for a general configuration space satisfying (3.9) and (3.10). Most of the estimates of the previous subsection will continue to hold, but we need to be especially careful when considering $\beta_{j,l,1}$. First, from Remark 4.2, one can see that only the perturbations of $a_j^i, r_j^i$ will affect the numbers $\beta_{j,l}^i$, i.e., we can get the same estimates for $\beta_{j,l}^i$ for general parameters $(a_j^i, r_j^i)$ satisfying (3.9) and (3.10) if $(a_j^i, r_j^i) = (0, 0)$. So fixing $i = I$, we would like to study the estimates for $\beta_{j,l}^i$ when we vary the parameters $a_j^i, r_j^i$. First we have the following estimates:

**Lemma 4.3.** Suppose that the parameters $R^i$ satisfy (3.7). Let $e_j^i$ be a vector in $\mathbb{R}^n$ and $r_j^i$ be a real number in $\mathbb{R}$. We let $X(t)$ be the configuration for which all the parameters $(a_j^i, r_j^i)$ are fixed to be $(0, 0)$ if $j \neq J$ and where $(a_j^i, R_j^i) = (te_j^i, R_j^i(1 + tr_j^i))$. Assume that $|e_j^i| \leq C(\lambda_j^i \lambda_j^i)^2$ and $|r_j^i| \leq Ce^{-\tau t_j^i}$. We also let $w_{j,l}^i = w_{R^i(1+tr_j^i)}(x - te_j^i)$. Then we have the following:

- If $i = I, J \neq j$,

$$\frac{\partial}{\partial t} \bigg|_{t=0} \int_{\mathbb{R}^n} S(\tilde{u}_t) Z_{j,l}^i dx$$

$$= -\frac{\partial}{\partial t} \left[ c_{n,\gamma} F(\log \frac{\lambda_j^i}{\lambda_j^i}) \left| \log \frac{\lambda_j^i}{\lambda_j^i} \right| \right] + O(e^{-\frac{(n-2)\gamma L}{2}(1+\xi)} e^{-\gamma (t_j^i - t_j^i)})$$

$$\text{if } l = 0,$$

$$= -\frac{\partial}{\partial t} \left[ c_{n,\gamma} A_3 \lambda_j^i \min \left\{ \frac{\lambda_j^i}{\lambda_j^i}, \frac{\lambda_j^i}{\lambda_j^i} \right\}^{\gamma - \frac{n-2}{2}} \right] + O(\lambda_j^i e^{-\frac{(n-2)\gamma L}{2}(1+\xi)} e^{-\gamma (t_j^i - t_j^i)})$$

$$\text{if } l = 1, \ldots, n,$$
for some $\sigma > 0$ independent of $\tau$ and $L$.

- If $i = I$, $J = j = 0$,

$$\frac{\partial}{\partial t} \bigg|_{t=0} \int_{\mathbb{R}^n} S(\bar{u}_t) Z_{j,l}^i \, dx$$

$$= \begin{cases} 
-c_{n,\gamma} \frac{\partial}{\partial t} \left[ A_2 \sum_{i' \neq i} |p_{i'} - p_i|^{-(n-2\gamma)} (\lambda_0^i \lambda_0^{i'})^{\frac{n-2\gamma}{2}} + F(|\log \frac{\lambda_0^i}{\lambda_1}|) \frac{\log \lambda_0^i}{|\log \lambda_1^i|} \right] + O(e^{-\frac{(n-2\gamma)L}{2}(1+\xi)}) & \text{if } l = 0, \\
-c_{n,\gamma} \lambda_0^i \frac{\partial}{\partial t} \left[ A_3 \sum_{i'' \neq i} |p_{i''} - p_i|^{n-2\gamma+2} (\lambda_0^i \lambda_0^{i''})^{\frac{n-2\gamma}{2}} + A_0 \min \left\{ \frac{\lambda_0^i}{\lambda_1^i}, \frac{\lambda_1^i}{\lambda_0^i} \right\}^{\frac{n-2\gamma}{2}} \frac{te_i}{|\max \{\lambda_0^j, \lambda_1^j\}|^2} \right] + O(\lambda_0^i e^{-\frac{(n-2\gamma)L}{2}(1+\xi)}) & \text{if } l = 1, \ldots, n.
\end{cases}$$

- If $i = I$, $J = j \geq 1$,

$$\frac{\partial}{\partial t} \bigg|_{t=0} \int_{\mathbb{R}^n} S(\bar{u}_t) Z_{j,l}^i \, dx$$

$$= \begin{cases} 
-c_{n,\gamma} \sum_{j'' \neq j} \frac{\partial}{\partial t} \left[ F(|\log \frac{\lambda_j^i}{\lambda_j^{j''}}|) \frac{\log \lambda_j^i}{|\log \lambda_j^{j''}|} \right] + O(e^{-\frac{(n-2\gamma)L}{2}(1+\xi)e^{-\tau_j}}) & \text{if } l = 0, \\
c_{n,\gamma} \lambda_j^i \frac{\partial}{\partial t} \left[ A_0 \sum_{j'' \neq j} \min \left\{ \frac{\lambda_j^i}{\lambda_j^{j''}}, \frac{\lambda_j^{j''}}{\lambda_j^i} \right\}^{\frac{n-2\gamma}{2}} \frac{te_i}{|\max \{\lambda_j^j, \lambda_j^{j''}\}|^2} \right] + O(\lambda_j^i e^{-\frac{(n-2\gamma)L}{2}(1+\xi)e^{-\tau_j}}) & \text{if } l = 1, \ldots, n.
\end{cases}$$

**Proof.** Fix $i = 1$. We first consider the case in which $J \neq j$. We have

$$\frac{d}{dt} \bigg|_{t=0} \int_{\mathbb{R}^n} S(\bar{u}_t) Z_{j,l}^i \, dx = c_{n,\gamma^j,\beta} \int_{\mathbb{R}^n} [(w_{j,l}^i)^{\beta-1} - \bar{u}_t^{\beta-1}] \frac{\partial w_{j,l}^i}{\partial t} Z_{j,l}^i \, dx$$

$$= -c_{n,\gamma^j,\beta} \int_{\mathbb{R}^n} (w_{j,l}^i)^{\beta-1} \frac{\partial w_{j,l}^i}{\partial t} Z_{j,l}^i \, dx$$

$$+ c_{n,\gamma^j,\beta} \int_{\mathbb{R}^n} [(w_{j,l}^i)^{\beta-1} + (w_{j,l}^i)^{\beta-1} - \bar{u}_t^{\beta-1}] \frac{\partial w_{j,l}^i}{\partial t} Z_{j,l}^i \, dx$$

$$=: M_1 + M_2.$$

From the proof of the appendix, more precisely, (7.1) for $l = 0$ and (7.5) for $l = 1, \ldots, n$, one can find that

$$M_1 = -c_{n,\gamma^j,\beta} \int_{\mathbb{R}^n} (w_{j,l}^i)^{\beta-1} \frac{\partial w_{j,l}^i}{\partial t} Z_{j,l}^i \, dx = -c_{n,\gamma^j,\beta} \frac{\partial}{\partial t} \int_{\mathbb{R}^n} (w_{j,l}^i)^{\beta-1} Z_{j,l}^i w_{j,l}^i \, dx$$

$$= \begin{cases} 
- \frac{\partial}{\partial t} \left[ c_{n,\gamma^j} F(|\log \frac{\lambda_j^i}{\lambda_j^{j''}}|) \frac{\log \lambda_j^i}{|\log \lambda_j^{j''}|} \right] & \text{if } l = 0, \\
- \frac{\partial}{\partial t} \left[ c_{n,\gamma^j} A_0 \lambda_j^i \min \left\{ \frac{\lambda_j^i}{\lambda_j^{j''}}, \frac{\lambda_j^{j''}}{\lambda_j^i} \right\}^{\frac{n-2\gamma}{2}} \frac{te_i}{|\max \{\lambda_j^j, \lambda_j^{j''}\}|^2} \right].
\end{cases}$$
for a constant $A_0 > 0$. Moreover,

$$M_2 = c_{n,\gamma} \int_{\mathbb{R}^n} [(w_i^j)^{\beta - 1} + (w_i^{j'})^{\beta - 1} - \bar{u}_i^{\beta - 1}] \frac{\partial w_i^j}{\partial t} Z_{j,t}^i \, dx$$

$$= \begin{cases} O(e^{-\frac{(n-2)\xi}{2}}(1+\xi)e^{-\tau t_j}e^{-\pi t_j^l}) & \text{for } l = 0, \\
O(\lambda_j^i e^{-\frac{(n-2)\xi}{2}}(1+\xi)e^{-\tau t_j}e^{-\pi t_j^l}) & \text{for } l = 1, \ldots, n,
\end{cases}$$

which proves the assertion when $J \neq j$.

Now we consider the case $J = j$, for which we have

$$\frac{d}{dt} \bigg|_{t=0} \int_{\mathbb{R}^n} S(\bar{u}_t) Z_{j,t}^i \, dx = \int_{\mathbb{R}^n} \frac{\partial}{\partial t} S(\bar{u}_t) Z_{j,t}^i \, dx + \int_{\mathbb{R}^n} S(\bar{u}_t) \frac{\partial}{\partial t} Z_{j,t}^i \, dx$$

$$= \int_{\mathbb{R}^n} \left[(-\Delta) - c_{n,\gamma} \beta (w_{j,t})^{\beta - 1} \right] \left[ \sum_{j' \neq J} w_{j'}^i + \sum_{j' \neq j} w_{j'}^i \right] \frac{\partial}{\partial t} Z_{j,t}^i \, dx$$

$$- \beta (\beta - 1)c_{n,\gamma} \int_{\mathbb{R}^n} (w_{j,t})^{\beta - 2} \left[ \sum_{j' \neq J} w_{j'}^i + \sum_{j' \neq j} w_{j'}^i \right] \frac{\partial w_{j,t}}{\partial t} Z_{j,t}^i \, dx$$

$$+ \begin{cases} O(e^{-\frac{(n-2)\xi}{2}}(1+\xi)e^{-\tau t_j}) & \text{if } l = 0, \\
O(\lambda_j^i e^{-\frac{(n-2)\xi}{2}}(1+\xi)e^{-\tau t_j}) & \text{if } l \geq 1.
\end{cases}$$

From the equation satisfied by $Z_{i,t,i}$, and taking derivative with respect to $t$, one can cancel the terms containing $\phi_{L_i}$, which yields

$$\frac{d}{dt} \bigg|_{t=0} \int_{\mathbb{R}^n} S(\bar{u}_t) Z_{j,t}^i \, dx = \int_{\mathbb{R}^n} -c_{n,\gamma} \beta (w_{j,t})^{\beta - 1} \left[ \sum_{j' \neq J} w_{j'}^i + \sum_{j' \neq j} w_{j'}^i \right] \frac{\partial}{\partial t} Z_{j,t}^i \, dx$$

$$- \beta (\beta - 1)c_{n,\gamma} \int_{\mathbb{R}^n} (w_{j,t})^{\beta - 2} \left[ \sum_{j' \neq J} w_{j'}^i + \sum_{j' \neq j} w_{j'}^i \right] \frac{\partial w_{j,t}}{\partial t} Z_{j,t}^i \, dx$$

$$+ \begin{cases} O(e^{-\frac{(n-2)\xi}{2}}(1+\xi)e^{-\tau t_j}) & \text{if } l = 0, \\
O(\lambda_j^i e^{-\frac{(n-2)\xi}{2}}(1+\xi)e^{-\tau t_j}) & \text{if } l \geq 1,
\end{cases}$$

$$=: N_1 + N_2 + O(\cdots).$$

Similar to the estimates before, one can get that for $l = 1, \ldots, n$, by estimate (7.5) in the Appendix,

$$N_1 = \int_{\mathbb{R}^n} \beta (w_{j,t})^{\beta - 1} Z_{j,t}^i \sum_{j' \neq J} w_{j'}^i \, dx$$

$$= -A_0 \lambda_j^i \min \left\{ \frac{\lambda_j^i}{\lambda_j^j}, \lambda_j^i \right\} \frac{\tau \epsilon_l}{[\max(\lambda_j^i, \lambda_j^j)]^2} + O(\lambda_j^i e^{-\frac{(n-2)\xi}{2}}(1+\xi)e^{-\tau t_j}),$$
and from (7.3),

$$N_2 = \int_{\mathbb{R}^n} \beta(w_{J,t,l}^i)^{\beta-1} Z_{J,t,l}^i \sum_{j' \neq j} w_j^i \, dx$$

$$= \begin{cases} -\lambda_0^i \left[ A_2 \sum_{j' \neq i} (p_{i'} - p_i)^{-\lambda_0^i \lambda_j^i} \right] & \text{if } J = 0, \\
O(\lambda_j^i e^{-\frac{(n-2)\gamma}{2}(1+\xi)} e^{-\tau_j^i}) & \text{if } J \geq 1. 
\end{cases}$$

On the other hand, for $l = 0$, by (7.1),

$$N_1 = \int_{\mathbb{R}^n} \beta(w_{J,t,l}^i)^{\beta-1} Z_{J,t,l}^i \sum_{j' \neq J} w_j^i \, dx = \sum_{j' \neq J} F(\log \frac{\lambda_j^i}{\lambda_j^i}) \frac{\log \frac{\lambda_j^i}{\lambda_j^i}}{\log \frac{\lambda_j^i}{\lambda_j^i}},$$

and using (7.2),

$$N_2 = \int_{\mathbb{R}^n} \beta(w_{J,t,l}^i)^{\beta-1} Z_{J,t,l}^i \sum_{j' \neq i} w_j^i \, dx$$

$$= \begin{cases} A_2 \sum_{j' \neq i} (p_{i'} - p_i)^{-\lambda_0^i \lambda_j^i} \left( n^{-2} q_i - \left( \frac{R_i}{R_0} \right)^{n-2} q_i \right) e^{-\frac{(n-2)\gamma}{2} \xi} + O(e^{-\frac{(n-2)\gamma}{2} \xi}(1+\xi)) & \text{if } J = 0, \\
e^{-\frac{(n-2)\gamma}{2}(1+\xi)} e^{-\tau_j^i} & \text{if } J \geq 1. 
\end{cases}$$

Combining all the above estimates, the proof of the Lemma is completed.

From Lemma 4.1 and Lemma 4.3, we find the decay estimate for the $\beta^i_{j,t}$ for general parameters $a_j^i, r_j^i$ satisfying conditions (3.9) and (3.10):

**Lemma 4.4.** For the parameters $(a_j^i, R_j^i)$ satisfying (3.9) and (3.10), we have the following estimates:

$$\beta_{0,0}^i = -c_{n,\gamma} q_i \left[ A_3 \sum_{j' \neq i} (p_{i'} - p_i)^{-\lambda_0^i \lambda_j^i} \left( \frac{R_i}{R_0} \right)^{n-2} q_i \right] e^{-\frac{(n-2)\gamma}{2} \xi} (1 + o(1))$$

$$+ O(e^{-\frac{(n-2)\gamma}{2} \xi}(1+\xi)),$$

$$\beta_{0,l}^i = c_{n,\gamma} \lambda_0^i \left[ A_3 \sum_{j' \neq i} \left( p_{i'} - p_i \right)^{-\lambda_0^i \lambda_j^i} \left( \frac{R_i}{R_0} \right)^{n-2} q_i + A_0 \left( \frac{R_i}{R_0} \right)^{n-2} q_i \right] e^{-\frac{(n-2)\gamma}{2} \xi}$$

$$+ O(\lambda_j^i e^{-\frac{(n-2)\gamma}{2} \xi}(1+\xi)), \text{ for } l \geq 1,$$

$$\beta_{j,l}^i = \begin{cases} O(e^{-\frac{(n-2)\gamma}{2} \xi}(1+\xi) e^{-\sigma t_j^i} + e^{-\frac{(n-2)\gamma}{2} \xi} e^{-\tau_j^i}), & l = 0, \\
O(\lambda_j^i e^{-\frac{(n-2)\gamma}{2} \xi}(1+\xi) e^{-\sigma t_j^i} + \lambda_j^i e^{-\frac{(n-2)\gamma}{2} \xi} e^{-\tau_j^i-1}), & l \geq 1, 
\end{cases}$$

for $j \geq 1$.

where $\sigma$ is obtained in Lemma 4.1.

**Proof.** Using the notation in the previous subsection, we first estimate $\beta_{j,l,1}^i$. Using Lemma 4.1 and Lemma 4.3, and integrating in $t$ from 0 to 1, varying the parameters $(a, R) = (0, R')$ to $(a_j^i, R_j^i)$, and
using the estimates satisfied by the parameters. The integration yields

\[
\beta_{0,0,1}^i = -c_n\gamma q_i \left[ A_2 \sum_{i' \neq i} |p_{i'} - p_i|^{-\frac{(n-2)}{2}} \left( R_0^i R_0^{i'} \right)^{-\frac{n-2}{2}} q_{i'} - \left( \frac{R_1^i}{R_0^i} \right)^{-\frac{n-2}{2}} q_i \right] 
\]

\[
\cdot e^{-\frac{(n-2)L}{2}} (1 + o(1)) + O(e^{-\frac{(n-2)L}{2}(1+\epsilon)}),
\]

\[
\beta_{0,l,1}^i = c_n \lambda_0 \left[ A_3 \sum_{i' \neq i} \frac{(p_{i'} - p_i)_{i'}}{|p_{i'} - p_i|^{n-2\gamma+2}} \left( R_0^i R_0^{i'} \right)^{-\frac{n-2}{2}} q_{i'} + A_0 \left( \frac{R_1^i}{R_0^i} \right)^{-\frac{n-2}{2}} a_0^i - a_1^i \right] q_i e^{-\frac{n-2}{2}L}
\]

\+

\[O(\lambda_0^i e^{-\frac{(n-2)L}{2}(1+\epsilon)}), \quad \text{for } l \geq 1,
\]

\[
\beta_{j,l,1}^i = \begin{cases} 
O(e^{-\frac{(n-2)L}{2}(1+\epsilon)} e^{-\frac{n-2}{2}L} e^{-\sigma j',l}', e^{-\tau j',l}') & \text{if } l = 0, \\
O(\lambda_0^i e^{-\frac{(n-2)L}{2}(1+\epsilon)} & e^{-\frac{n-2}{2}L} e^{-\tau j',l}') & \text{if } l \geq 1,
\end{cases}
\]

for \( j \geq 1.

Similarly to the estimates in subsection 4.1, \( \beta_{j,l,2}^i \) and \( \beta_{j,l,3}^i \) can be bounded by

\[
|\beta_{j,l,2}^i| + |\beta_{j,l,3}^i| \leq \left\{
\begin{array}{l}
Ce^{-\frac{(n-2)L}{2}(1+\epsilon)} e^{-\sigma j',l}', \\
C\lambda_0^i e^{-\frac{(n-2)L}{2}(1+\epsilon)} e^{-\sigma j',l}'.
\end{array}
\right.
\]

Hence we get the desired bounds on \( \beta_{j,l}^i \).

\square

5. DERIVATIVES OF THE COEFFICIENTS \( \beta_{j,l}^i \) WITH RESPECT TO THE VARIATION OF \( \{a_{j,l}^i\} \) AND \( \{r_{j,l}^i\} \)

Here study the derivatives of the coefficients \( \beta_{j,l}^i \) with respect to the parameters \( \{a_{j,l}^i\} \) and \( \{r_{j,l}^i\} \).

As in the previous remark, we only need to care about the perturbation of \( a_{j,l}^i \) and \( r_{j,l}^i \). Thus we first consider the derivatives of \( \beta_{j,l}^i \) with respect to \( a_{j,l}^i \) and \( r_{j,l}^i \) for the special configuration space that \( a_{j,l}^i, r_{j,l}^i = 0 \) for fixed \( i \).

For this, we need to consider the variation of \( \phi \) with respect to these parameters.

5.1. Derivatives of \( \beta_{j,l}^i \) for \( a_{j,l}^i, r_{j,l}^i \) all equal to zero. In this section, we fix \( i \) and let \( \tilde{u}_0^i \) to be the approximate solution with \( a_{j,l}^i, r_{j,l}^i = 0 \). Given \( \phi \) as in Proposition 3.3 for the approximate solution \( \tilde{u} = \tilde{u}_0^i \), we introduce the operator

\[
\tilde{L} = (-\Delta)^\gamma - c_n\gamma \beta(\tilde{u}_0^i + \phi)^{\beta-1}.
\]

Denote by \( \zeta_{j,l}^i = r_{j,l}^i \), and \( \zeta_{j,l}^i = a_{j,l}^i \) for \( l = 1, \cdots, n \).

Lemma 5.1. For \( L \) large, let \( \tilde{u}_0^i \) and \( \phi \) be as above. Then we have the following estimates on \( \frac{\partial \phi}{\partial \zeta_{j,l}^i} \) near \( p_i \):

\[
|\frac{\partial \phi}{\partial \zeta_{j,l}^i}| \leq \left\{
\begin{array}{l}
Ce^{-\frac{(n-2)L}{4}(1+\epsilon)}|x - p_i|^{-\frac{n-2}{2}} e^{-\sigma l - \tau l} \quad \text{for } l = 0, \\
C\lambda_0^i e^{-\frac{(n-2)L}{4}(1+\epsilon)}|x - p_i|^{-\frac{n-2}{2}} e^{-\sigma l - \tau l} \quad \text{for } l \geq 1,
\end{array}
\right.
\]

in \( B(p_i,1) \).

Proof. We first consider the case \( l = 0 \). If we differentiate the first equation in Proposition 3.3 with respect to \( r_{j,l}^i \), after some manipulation, we obtain that

\[
\tilde{L} \left( \frac{\partial \phi}{\partial r_{j,l}^i} \right) = \tilde{h} + \sum_{j',l',i'} \frac{\partial c_{j',l',i'}}{\partial r_{j,l}^i} (w_{j',l'}^i)^{\beta-1} Z_{j',l'},
\]

where

\[
\tilde{h} = -\frac{\partial S(\tilde{u}_0^i)}{\partial r_{j,l}^i} + c_n\gamma \beta(\tilde{u}_0^i + \phi)^{\beta-1} - (\tilde{u}_0^i)^{\beta-1} \frac{\partial \tilde{u}_0^i}{\partial r_{j,l}^i} + \sum_{l} c_{j,l} \frac{\partial}{\partial r_{j,l}^i} (w_{j,l}^i)^{\beta-1} Z_{j,l},
\]

and

\[
\tilde{L} \tilde{h} = \tilde{L} \left( \frac{\partial \phi}{\partial r_{j,l}^i} \right) \equiv 0.
\]
We now introduce two new norms:

\[
\|\phi\|_{**,\sigma} = \|x - p_i\|^{n-2\sigma} e^{\sigma(t^i-t^j)} \|\phi\|_{C^{2\gamma+\alpha}(B(p_i, 1))} + \sum_{i' \neq i} \|x - p_{i'}\|^{n-2\sigma} \|\phi\|_{C^{2\gamma+\alpha}(B(p_{i'}, 1))}
\]

and

\[
\|\phi\|_{**,\sigma} = \|x - p_i\|^{n-2\sigma} e^{\sigma(t^i-t^j)} \|\phi\|_{C^{2\gamma+\alpha}(B(p_i, 1))} + \sum_{i' \neq i} \|x - p_{i'}\|^{n-2\sigma} \|\phi\|_{C^{2\gamma+\alpha}(B(p_{i'}, 1))}
\]

where \(t^i = -\log |x - p_i|\) and \(\sigma > 0\) is a small positive constant to be determined later.

Similarly to the proof of Lemma 3.4, if we work in the above weighted norm spaces, one can check that given \(\|h\|_{**,\sigma} < +\infty\), the following problem is solvable:

\[
\begin{align*}
\bar{L}v &= \bar{h} + \sum_{j,l} \alpha_{j,l} (w_j^i)^{\beta-1} Z_{j,l}^i, \\
\int_{\mathbb{R}^n} v(w_j^i)^{\beta-1} Z_{j,l}^i \, dx &= 0, \quad j = 0, 1, \ldots, l = 0, \ldots, n,
\end{align*}
\]

and the solution \(v\) satisfies \(\|v\|_{**,\sigma} \leq C\|h\|_{**,\sigma}\), where \(C\) only depends on \(\sigma\). We would like to apply this estimate to (5.1), but we do not have the orthogonality condition on \(\frac{\partial \phi}{\partial r_j}\). This can be recovered by adding some corrections.

For this, the \(L^2\)-product of \(\frac{\partial \phi}{\partial r_j}\) and \((w_j^i)^{\beta-1} Z_{j,l}^i\), can be estimated as follows: differentiating the second equation in Proposition 3.3 with respect to \(r_j\), we obtain by the estimate satisfied by \(\phi\) given in (3.16) that

\[
\int_{\mathbb{R}^n} \frac{\partial \phi}{\partial r_j} (w_j^i)^{\beta-1} Z_{j,l}^i \, dx = - \int_{\mathbb{R}^n} \phi \frac{\partial}{\partial r_j} [(w_j^i)^{\beta-1} Z_{j,l}^i] \, dx \leq C e^{-\frac{(n-2\sigma)L}{4}(1+\delta)} e^{-\sigma t_j},
\]

for some \(\sigma > 0\) independent of \(L\) large.

Since for \(i' \neq i\), the orthogonality is satisfied, we set

\[
\hat{\phi} = \frac{\partial \phi}{\partial r_j} + \sum_{j,l} \alpha_{j,l} Z_{j,l}^i,
\]

for some \(\alpha_{j,l} \in \mathbb{R}\). We would like to choose the numbers \(\alpha_{j,l}\) so that the new function \(\hat{\phi}\) will satisfy the orthogonality condition. In order to have this, we need

\[
\int_{\mathbb{R}^n} \frac{\partial \hat{\phi}}{\partial r_j} (w_j^i)^{\beta-1} Z_{j,l}^i \, dx + \sum_{j,l} \int_{\mathbb{R}^n} \alpha_{j,l} (w_j^i)^{\beta-1} Z_{j,l}^i \, dx = 0.
\]

From estimate (5.4), one has

\[
|\alpha_{j,l}^i| \leq C e^{-\frac{(n-2\sigma)L}{4}(1+\delta)} e^{-\sigma t_j}.
\]

Then \(\hat{\phi}\) will satisfy the following equation

\[
\begin{align*}
\hat{\bar{L}}(\hat{\phi}) &= \hat{h} + \sum_{j',l'} \frac{\partial \phi_{j',l'}}{\partial r_j} (w_j^i)^{\beta-1} Z_{j',l'}^i, \\
\int_{\mathbb{R}^n} \hat{\phi} (w_j^i)^{\beta-1} Z_{j,l}^i \, dx &= 0,
\end{align*}
\]

where

\[
\hat{h} = \hat{h} + c_{n,\gamma} \beta \sum_{j,l} \alpha_{j,l} Z_{j,l}^i [(\tilde{u}_i^0)^{\beta-1} - (\tilde{u}_i^0 + \phi)^{\beta-1}] .
\]
In conclusion, to estimate \( \hat{\phi} \) and hence \( \partial \phi / \partial r^i_j \), it suffices to estimate \( \hat{h} \). So we now bound \( \hat{h} \) term by term.

Concerning \( \partial S(\bar{u}^i_0) / \partial r^i_j \), we have from the arguments in Section 3 that

\[
\| \partial S(\bar{u}^i_0) / \partial r^i_j \|_{** \sigma} \leq C e^{- \frac{(n-2)\gamma}{2}} (1+\xi).
\]

From the estimates satisfied by \( \phi \), the same estimate holds for the second term in (5.3) if \( \sigma < \gamma_1 + \frac{n-2\gamma}{2} \). For the third term, it contains the symbol \( \delta^i_j \), so the estimate follows by the bounds for \( c_{j,l}^i \) in the proof of Lemma 3.4. Moreover, from (5.6), one can get the same estimate for the fourth term. In conclusion, one has

\[
\| \hat{h} \|_{** \sigma} \leq C e^{- \frac{(n-2)\gamma}{4}} (1+\xi).
\]

Hence by the above reasoning, \( \| \hat{\phi} \|_{** \sigma} \leq C e^{- \frac{(n-2)\gamma}{4}} (1+\xi) \). Formulas (5.5) and (5.6) yield

\[
\| \partial \phi / \partial r^i_j \|_{** \sigma} \leq C e^{- \frac{(n-2)\gamma}{4}} (1+\xi).
\]

Finally, by the definition of \( \| \cdot \|_{** \sigma} \) norm, we obtain the first assertion in (5.2).

\[\square\]

We now describe the asymptotic profile of the function \( \partial \phi / \partial a^i_{j,l} \). First of all, we consider the ideal case when there is only one point singularity at \( p = 0 \) and \( u = u_{L} \), i.e., the exact Delaunay solution from (3.1). By definition, \( u_{L} \) is a solution of (3.15) with \( \phi = 0 \) and vanishing right hand side. For \( j \geq 1 \), we assume that we are varying \( w^i_j \) by \( a^i_j, r^j \), and denote the corresponding approximate solution by \( \bar{u}_{L} \). We are still able to perform the reduction in Proposition 3.3 to find a solution of the form \( \bar{u}_{L} + \bar{\phi} \) of the following equation

\[
(\Delta)^\gamma (\bar{u}_{L} + \bar{\phi}) - c_{n,\gamma}(\bar{u}_{L} + \bar{\phi})^\beta = \sum_{j,l} c_{j,l} w^\beta_{j}-1 Z_{j,l},
\]

\[
\int_{\mathbb{R}^n} \bar{\phi} w^\beta_{j}-1 Z_{j,l} dx = 0.
\]

Note that an estimate similar to that of Lemma 5.1 will hold true for the corresponding \( \bar{\phi} \). But we also need to control the derivative of \( c_{j,l} \) with respect to the perturbations. In order to do so, we first introduce some notation. Define

\[
\beta_{j,l} := \int_{\mathbb{R}^n} [(\Delta)^\gamma (\bar{u}_{L} + \bar{\phi}) - c_{n,\gamma}(\bar{u}_{L} + \bar{\phi})^\beta] Z_{j,l} dx.
\]

We are interested in the derivatives of \( \beta_{j,l} \) with respect to \( \{\xi_{j,l}\} = \{r^j, a^1_{j,1}, \ldots, a^n_{j,n}\} \) for \( l = 0, \ldots, n.\)
Lemma 5.2. For $L$ large, the following estimates hold:

\[
\begin{align*}
\frac{\partial \beta_{j,0}}{\partial r_j} &= -2c_{n,\gamma}F'(L) + O(e^{-\frac{(n-2)\lambda_j}{2}(1+\xi)}), \\
\frac{\partial \beta_{j-1,0}}{\partial r_j} &= c_{n,\gamma}F'(L) + O(e^{-\frac{(n-2)\lambda_j}{2}(1+\xi)}), \\
\frac{\partial \beta_{j+1,0}}{\partial r_j} &= c_{n,\gamma}F'(L) + O(e^{-\frac{(n-2)\lambda_j}{2}(1+\xi)}), \\
\frac{\partial \beta_{J,0}}{\partial r_j} &= O(e^{-\frac{(n-2)\gamma}{2}(1+\xi)}e^{-\sigma|\tau_j-t_j|}), \text{ for } |J-j| \geq 2.
\end{align*}
\]

And for $l = 1, \ldots, n$,

\[
\begin{align*}
\frac{\partial \beta_{j,l}}{\partial a_{j,l}} &= c_{n,\gamma}\lambda_j \sum_{j' \neq j} \min \left\{ \frac{\lambda_{j'}}{\lambda_j}, \frac{\lambda_j}{\lambda_{j'}} \right\} \max \{\lambda_j, \lambda_{j'}\}^{-\frac{n-2}{2}} + O(e^{-\frac{(n-2)\lambda_j}{2}(1+\xi)}), \\
\frac{\partial \beta_{j,l}}{\partial a_{j,l}} &= -c_{n,\gamma}\lambda_j \left[ \min \left\{ \frac{\lambda_{j'}}{\lambda_j}, \frac{\lambda_j}{\lambda_{j'}} \right\} \max \{\lambda_j, \lambda_{j'}\}^{-\frac{n-2}{2}} + O\left( \frac{1}{\lambda_j} e^{-\frac{(n-2)\lambda_j}{2}(1+\xi)} e^{-\sigma|\tau_j-t_j|} \right) \right], \text{ if } j \neq J,
\end{align*}
\]

In addition,

\[
\frac{\partial \beta_{j,l}}{\partial S_{j,l}} = 0, \text{ if } l \neq l'.
\]

Here the derivatives are evaluated at $a_j, r_j = 0$.

Proof. Differentiating the expression for $\beta_{j,l}$ with respect to $r_j$, and recalling equation (5.7) one has

\[
(5.8) \quad \frac{\partial \beta_{j,l}}{\partial r_j} = \int_{\mathbb{R}^n} \left( L \left( \frac{\partial \tilde{\phi}}{\partial r_j} \right) + \frac{\partial S(\bar{u}_L)}{\partial r_j} \right) Z_{j,l} \, dx + \sum_{j',l'} c_{j',l'} \int_{\mathbb{R}^n} w_{j',l'}^{\beta-1} Z_{j',l'} \frac{\partial Z_{j,l}}{\partial r_j} \, dx,
\]

where we have defined

\[
\tilde{L} = (-\Delta)^\gamma - c_{n,\gamma} \beta u_L^{\beta-1},
\]

since $\tilde{\phi} = 0$ when $\bar{u}_L = u_L$. We write

\[
\begin{align*}
\int_{\mathbb{R}^n} \tilde{L} \left( \frac{\partial \tilde{\phi}}{\partial r_j} \right) Z_{j,l} \, dx &= \int_{\mathbb{R}^n} \|L \beta_{j,l}\| \frac{\partial \tilde{\phi}}{\partial r_j} \, dx + \int_{\mathbb{R}^n} (\tilde{L} - L_j)(Z_{j,l}) \frac{\partial \tilde{\phi}}{\partial r_j} \, dx + O(e^{-\frac{(n-2)\lambda_j}{2}(1+\xi)} e^{-\sigma|\tau_j-t_j|}) \\
&= c_{n,\gamma} \beta \int_{\mathbb{R}^n} [w_j^{\beta-1} - u_L^{\beta-1}] \frac{\partial \tilde{\phi}}{\partial r_j} Z_{j,l} \, dx + O(e^{-\frac{(n-2)\lambda_j}{2}(1+\xi)} e^{-\sigma|\tau_j-t_j|}) \\
&= O(e^{-\frac{(n-2)\gamma}{2}(1+\xi)} e^{-\sigma|\tau_j-t_j|}),
\end{align*}
\]

where $L_j = (-\Delta)^\gamma - c_{n,\gamma} \beta w_j^{\beta-1}$.

Since $u_L$ is the exact solution, the corresponding $c_{j',l,l} = 0$. Thus for the last term in (5.8) we have

\[
\sum_{j',l'} c_{j',l,l} \int_{\mathbb{R}^n} w_{j',l'}^{\beta-1} Z_{j',l'} \frac{\partial Z_{j,l}}{\partial r_j} \, dx = 0.
\]

In conclusion, one has

\[
\frac{\partial \beta_{j,l}}{\partial r_j} = \frac{\partial}{\partial r_j} \int_{\mathbb{R}^n} S(\bar{u}_L) Z_{j,l} \, dx + O(e^{-\frac{(n-2)\gamma}{2}(1+\xi)} e^{-\sigma|\tau_j-t_j|}),
\]

where we have used the fact that $S(\bar{u}_L) = 0$ for $\bar{u}_L = u_L$. 
Similarly, recalling the definition of $Z_{J,l} = \lambda_j \frac{\partial u_j}{\partial x_j}$, and the estimates for $\frac{\partial \phi}{\partial x_j}$ from the previous paragraphs,

$$\frac{\partial \beta_{J,l}}{\partial a_{J,l}} = \frac{\partial}{\partial a_{J,l}} \int_{\mathbb{R}^n} S(u_L) Z_{J,l} \, dx + O\left(\frac{\lambda_j}{\lambda_j} e^{-\frac{(n-2\gamma)L}{2}(1+\xi)e^{-\sigma_i(t_j-t_l)}}\right).$$

Both variations above can be calculated from Lemma 4.3, with the obvious modifications as we just have one singular point so there is no summation in $i$. Thus one has

$$\frac{\partial \beta_{J,0}}{\partial r_j} = c_{n,\gamma} \sum_{j' \neq j} \frac{\partial}{\partial r_j} \left[ F \left( |\log \frac{\lambda_{j'}}{\lambda_j} | |\log \frac{\lambda_{j'}}{\lambda_j} | \right) \right] + O\left(e^{-\frac{(n-2\gamma)L}{2}(1+\xi)e^{-\sigma_i(t_j-t_l)}}\right).$$

The first four conclusions in Lemma 5.2 follow by taking different values of $J$ and from the definition of $\lambda_j$.

Very similarly, for $l = 1, \ldots, n$, applying Lemma 4.3 we obtain

$$\frac{\partial \beta_{J,l}}{\partial a_{J,l}} = O\left(\frac{\lambda_j}{\lambda_j} e^{-\frac{(n-2\gamma)L}{2}(1+\xi)e^{-\sigma_i(t_j-t_l)}}\right)$$

$$+ \begin{cases} c_{n,\gamma} \frac{\partial}{\partial a_{J,l}} \sum_{j' \neq j} \left[ \min \left\{ \frac{\lambda_{j'}}{\lambda_j}, \frac{\lambda_j}{\lambda_{j'}} \right\} \right] & \text{if } J = j, \\
-c_{n,\gamma} \frac{\partial}{\partial a_{J,l}} \sum_{j' \neq j} \left[ \min \left\{ \frac{\lambda_{j'}}{\lambda_j}, \frac{\lambda_j}{\lambda_{j'}} \right\} \right] & \text{if } J \neq j. 
\end{cases}$$

In addition, by the symmetry of the problem, we have $\frac{\partial \beta_{J,l}}{\partial a_{J,l}} = 0$ if $l \neq l'$. This completes the proof of the Lemma.

The reason we have studied the special configuration $u_L$ is that we will identify the quantities $\frac{\partial \beta_{J,l}}{\partial a_{J,l}}$ as the limits of the derivatives of $\beta_{j,l}$ with respect to $\xi_{j,l}$ as $j \to \infty$. We fix a point $p = p_l$ and a Delaunay parameter $L = L_l$. We denote $\tilde{u}_{L_l}$, $\tilde{\phi}_l$ the pair that gives the solution to (5.7). Before we state the result, we first need to compare the functions $\frac{\partial \phi}{\partial x_j}$ and $\frac{\partial \phi}{\partial x_j}$, as in the lemma below:

**Lemma 5.3.** Take $\tilde{u}_0$ and $\phi$ as in Lemma 5.1. For $i$ fixed and $j \geq 1$ we have the following estimate:

$$\left\| \frac{\partial \phi}{\partial x_{j,l}} - \frac{\partial \phi}{\partial x_{j,l}} \right\|_{L^2} \leq \left\{ \begin{array}{ll}
Ce^{-\frac{(n-2\gamma)L}{2}(1+\xi)e^{-\sigma_i(t_j-t_l)}} & \text{for } l = 0, \\
C\frac{e^{-\frac{(n-2\gamma)L}{2}(1+\xi)e^{-\sigma_i(t_j-t_l)}}}{\lambda_j} & \text{for } l \geq 1.
\end{array} \right.$$
Here, by the definition of the approximate solution $\tilde{u}_i^0$, one knows that $\frac{\partial \tilde{u}_i^0}{\partial \xi_{j,l}} = \frac{\partial u_i}{\partial \xi_{j,l}}$.

Next, differentiating the second equation,

$$(-\Delta)^\gamma \left( \frac{\partial \tilde{u}_i^0}{\partial \xi_{j,l}} + \frac{\partial \phi_i}{\partial \xi_{j,l}} \right) - c_{n,\gamma} \beta (\tilde{u}_i^0 + \bar{\phi}_i) \beta^{-1} \left( \frac{\partial \tilde{u}_i^0}{\partial \xi_{j,l}} + \frac{\partial \phi_i}{\partial \xi_{j,l}} \right) = \sum_{j'=\infty} \frac{\partial c_{j',\ell}}{\partial \xi_{j,l}} (w_{j'}^i) \beta^{-1} Z_{j,l} + \sum_{j=\infty} c_{j,l} \frac{\partial}{\partial \xi_{j,l}} [w_j^i \beta^{-1} Z_{j,l}].$$

To simplify this expression, recall that when $\tilde{u}_i^0 L_i$ is an exact solution, one has $c_{j,l} = 0$, $\bar{\phi}_i = 0$. So when evaluating at $\xi_{j,l} = 0$, this equation becomes

$$(-\Delta)^\gamma \left( \frac{\partial \tilde{u}_i^0}{\partial \xi_{j,l}} - c_{n,\gamma} \beta (\tilde{u}_i^0 + \bar{\phi}_i) \beta^{-1} \frac{\partial \tilde{u}_i^0}{\partial \xi_{j,l}} \right) = \sum_{j'=\infty} c_{j',\ell} \frac{\partial c_{j',\ell}}{\partial \xi_{j,l}} (w_{j'}^i) \beta^{-1} Z_{j,l}.$$

Denote $L_{\tilde{u}_i^0} = (-\Delta)^\gamma - c_{n,\gamma} \beta (\tilde{u}_i^0) \beta^{-1}$. Taking the difference of the above two expressions we obtain an equation for $\frac{\partial \phi}{\partial \xi_{j,l}} - \frac{\partial \bar{\phi}}{\partial \xi_{j,l}}$.

$$L_{\tilde{u}_i^0} \left( \frac{\partial \phi}{\partial \xi_{j,l}} - \frac{\partial \bar{\phi}}{\partial \xi_{j,l}} \right) \quad = \quad c_{n,\gamma} \beta \left( (\tilde{u}_i^0 + \phi) \beta^{-1} - u_i^0 \right) \frac{\partial u_i}{\partial \xi_{j,l}} + \left( (\tilde{u}_i^0 - u_i^0) \beta^{-1} \frac{\partial u_i}{\partial \xi_{j,l}} \right) + c_{n,\gamma} \beta (\tilde{u}_i^0 + \bar{\phi}_i) \beta^{-1} - (\tilde{u}_i^0) \beta^{-1} \frac{\partial \phi}{\partial \xi_{j,l}}$$

$$+ \sum_{j'=\infty} c_{j',\ell} \frac{\partial c_{j',\ell}}{\partial \xi_{j,l}} (w_{j'}^i) \beta^{-1} Z_{j',l} + \sum_{j'=\infty} \frac{\partial c_{j',\ell}}{\partial \xi_{j,l}} (w_{j'}^i) \beta^{-1} Z_{j',l} - \sum_{j'=\infty} \frac{\partial c_{j',\ell}}{\partial \xi_{j,l}} (w_{j'}^i) \beta^{-1} Z_{j,l}.$$

Neglecting the terms in the last line, taking into account the estimates in Section 3, the estimates for $\frac{\partial \phi}{\partial r_j}$ in Lemma 5.1 and the estimates in Lemma 5.2, one can find that the right hand side of the above equation can be bounded by $e^{-\frac{(n-2)^\gamma}{2}(1+\xi)} e^{-\sigma i}$ in $\| \cdot \|_{* \sigma}$ norm.

We first consider the case $l = 0$, i.e. $\xi_{j,l} = r_j$. In this case, to have control on $\frac{\partial \phi}{\partial r_j} - \frac{\partial \bar{\phi}}{\partial r_j}$, we can reason similarly as in Lemma 5.1. More precisely, we first set

$$\hat{\phi} = \frac{\partial \phi}{\partial r_j} - \frac{\partial \bar{\phi}}{\partial r_j} + \sum_{j',\ell'} \alpha_{j',\ell'} (w_{j'}^i) \beta^{-1} Z_{j',\ell'}.$$

In order to get the orthogonality condition $\int_{\mathbb{R}^n} \hat{\phi} (w_{j'}^i) \beta^{-1} Z_{j,l}^I dx = 0$ for every $I, J, L$. We need

$$\int_{\mathbb{R}^n} \left[ \frac{\partial \phi}{\partial r_j} - \frac{\partial \bar{\phi}}{\partial r_j} \right] (w_{j'}^i) \beta^{-1} Z_{j,l}^I dx = \sum_{j',\ell'} \alpha_{j',\ell'} \int_{\mathbb{R}^n} (w_{j'}^i) \beta^{-1} Z_{j',\ell'} Z_{j,l}^I dx.$$
Differentiating the orthogonality condition of \( \phi \) and \( \tilde{\phi} \) w.r.t. \( r_j \), in analogy with (5.4), we get

\[
\left| \int_{\mathbb{R}^n} \left[ \frac{\partial \phi}{\partial r_j} \frac{\partial \tilde{\phi}_i}{\partial r_j} \right] (w_j^I)^{\beta-1} Z_{j,L} dx \right| = \sum_{l,j,L} \left| \int_{\mathbb{R}^n} (\phi - \tilde{\phi}_i) \frac{\partial}{\partial r_j} [(w_j^I)^{\beta-1} Z_{j,L}^I] dx \right| \\
\leq \left\{ \begin{array}{ll} Ce^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j} & \text{if } j = J, \\
0 & \text{if } j \neq J,
\end{array} \right.
\]

where we have used the fact that \( \tilde{\phi}_i = 0 \) for \( u_{L_i} \). Therefore, from (5.9) we have the following estimates:

\[
(5.10) \quad |\alpha_{j',j'}^I| \leq \left\{ \begin{array}{ll} Ce^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j} & \text{if } i' = i, \ j' = j, \\
Ce^{-(n-2\gamma)L}(1+\xi)e^{-\sigma |t_j-t_{j'}|} & \text{if } i = i', \ j' \neq j, \\
0 & \text{if } i \neq i',
\end{array} \right.
\]

Moreover, \( \hat{\phi} \) solves

\[
\mathbb{L}_{U_{L_i}}(\hat{\phi}) = \mathbb{L}_{U_{L_i}}^0 \left( \frac{\partial \phi}{\partial r_j} - \frac{\partial \tilde{\phi}_i}{\partial r_j} \right) + \sum_{j',l} \alpha_{j',j'}^I Z_{j',l}^I \\
= \mathbb{L}_{U_{L_i}}^0 \left( \frac{\partial \phi}{\partial r_j} - \frac{\partial \tilde{\phi}_i}{\partial r_j} \right) - c_{n,\gamma} \beta \sum_{j',l} \alpha_{j',j'}^I \left( (\tilde{\phi}_i^0)^{\beta-1} - (w_j^I)^{\beta-1} \right) Z_{j',l}^I.
\]

By estimate (5.10), we know that the second term is bounded by \( e^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j} \) in \( \| \cdot \|_{\star \star} \) norm.

So the right hand side of the above equation can be controlled by \( e^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j} \) in \( \| \cdot \|_{\star \star} \) norm, and thus, applying Proposition 3.3 to \( \hat{\phi} \),

\[
\| \hat{\phi} \|_{\star \star} \leq Ce^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j}.
\]

Looking back at (5.5), from the estimates for \( \alpha_{j,I}^I \), we have

\[
\left\| \frac{\partial \phi}{\partial r_j} - \frac{\partial \tilde{\phi}_i}{\partial r_j} \right\|_{\star \star} \leq Ce^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j}.
\]

A similar argument yields

\[
\left\| \frac{\partial \phi}{\partial a_{j}^I} - \frac{\partial \tilde{\phi}_i}{\partial a_{j}^I} \right\|_{\star \star} \leq \frac{C}{\lambda_x^I} e^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j}.
\]

The proof of the Lemma is completed. \( \square \)

From the previous lemma we can obtain estimates on derivatives of \( \beta_{j,I}^I \) with respect to \( \xi_{j,I}^I \).

**Lemma 5.4.** In the previous setting, we have the following estimates

\[
\left| \frac{\partial \beta_{j,I}^I}{\partial \xi_{j,j}^I} - \frac{\partial \beta_{j,j}^I}{\partial \xi_{j,I}^I} \right| \leq \left\{ \begin{array}{ll} C e^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j} & \text{if } l = 0, \\
\frac{C}{\lambda_{j}^I} e^{-(n-2\gamma)L}(1+\xi)e^{-\sigma t_j} & \text{if } l \geq 1,
\end{array} \right. \quad \text{for } j \geq 1.
\]

**Proof.** Recall that by the definition of \( \beta_{j,I}^I \) and \( \beta_{j,j}^I \),

\[
\beta_{j,I}^I = \int_{\mathbb{R}^n} \left[ (-\Delta)^\gamma (\tilde{u}_{L_j}^I + \phi) - c_{n,\gamma} (\tilde{u}_{L_j}^I + \phi) \right] Z_{j,I}^I dx,
\]

\[
\beta_{j,j}^I = \int_{\mathbb{R}^n} \left[ (-\Delta)^\gamma (\tilde{u}_{L_j}^I + \tilde{\phi}) - c_{n,\gamma} (\tilde{u}_{L_j}^I + \tilde{\phi}) \right] Z_{j,j}^I dx.
\]
Differentiating the above equations w.r.t $\xi^i_{j,l}$ and taking the difference, one has
\[
\frac{\partial}{\partial \xi^i_{j,l}} (\beta^i_{j,l'} - \beta^i_{j',l'})
\]
\[
= \int_{\mathbb{R}^n} L_{\tilde{u}}^{\beta} \left( \frac{\partial \phi}{\partial \xi^i_{j,l}} - \frac{\partial \phi}{\partial \xi^i_{j,l'}} \right) Z^i_{j,l'} dx - c_{n,\gamma} \beta \int_{\mathbb{R}^n} \left( (\tilde{u}^0)^{\beta_1 - 1} - u^{\beta_1 - 1}_{L_i} \right) \frac{\partial \phi}{\partial \xi^i_{j,l'}} Z^i_{j,l'} dx
\]
\[
- c_{n,\gamma} \int_{\mathbb{R}^n} (u_{L_i}^{\beta_1} - (\tilde{u}^0 + \phi)^{\beta_1 - 1}) \frac{\partial u_{L_i}^{\beta_1}}{\partial \xi^i_{j,l}} Z^i_{j,l'} dx - c_{n,\gamma} \beta \int_{\mathbb{R}^n} \left( (\tilde{u}^0)^{\beta_1 - 1} - (\tilde{u}^0)^{\beta_1 - 1} \right) \frac{\partial \phi}{\partial \xi^i_{j,l'}} Z^i_{j,l'} dx
\]
\[
+ c_{j,l} \int_{\mathbb{R}^n} (u_{L_i}^{\beta_1} - (\tilde{u}^0 + \phi)^{\beta_1 - 1}) \frac{\partial u_{L_i}^{\beta_1}}{\partial \xi^i_{j,l}} Z^i_{j,l'} dx.
\]
By oddness, one can first get that the term in the last line vanishes. Moreover, by the estimates in Lemma 5.1 and 5.3, one can get that the first two lines can be controlled by $e^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\tau t_j}e^{-\sigma|t_j-t_j'|}$ when $l = 0$ and $\frac{1}{\lambda_j} e^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\sigma|t_j-t_j'|}$ when $l \geq 1$. Thus one has
\[
\left| \frac{\partial}{\partial \xi^i_{j,l}} (\beta^i_{j,l'} - \beta^i_{j',l'}) \right| \leq \left\{ \begin{array}{ll}
Ce^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\tau t_j}e^{-\sigma|t_j-t_j'|} & \text{if } l = 0, \\
\frac{1}{\lambda_j} e^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\sigma|t_j-t_j'|} & \text{if } l \geq 1,
\end{array} \right.
\]
for $j \geq 1$ if we choose $\tau < \sigma$.

The proof is completed. \(\square\)

5.2. **Derivatives of the numbers $\beta^i_{j,l}$ for the general parameters $a^i_j, r^i_j$.** In this subsection, we consider the derivatives of the $\beta^i_{j,l}$’s for the general parameters $a^i_j, r^i_j$ satisfying (3.7)-(3.10). We write the counterpart of Lemmas 5.3 and 5.4, but we do not prove them since the methods are quite similar. In the following, we assume that $\tau < \sigma$.

**Lemma 5.5.** Suppose $a^i_j, r^i_j$ satisfy (3.7)-(3.10). For $L$ large, let $\tilde{u}$ and $\phi$ be as in Proposition 3.3, then we have the following estimates for $\frac{\partial}{\partial \xi^i_{j,l}} - \frac{\partial}{\partial \xi^i_{j,l'}}$:
\[
\left\| \frac{\partial \phi}{\partial \xi^i_{j,l}} - \frac{\partial \phi}{\partial \xi^i_{j,l'}} \right\|_{\ast_{\omega}} \leq C \left\{ \begin{array}{ll} Ce^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\tau t_j} & \text{if } l = 0, \\
\frac{1}{\lambda_j} e^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\tau t_j} & \text{if } l \geq 1, \end{array} \right.
\]
for $j \geq 1$ if we choose $\tau < \sigma$.

**Lemma 5.6.** Suppose $a^i_j, r^i_j$ satisfy (3.7) - (3.10). For $L$ large, let $\tilde{u}$ and $\phi$ be as in Proposition 3.3, then we have the following estimates
\[
\left| \frac{\partial}{\partial \xi^i_{j,l}} (\beta^i_{j,l'} - \beta^i_{j',l'}) \right| \leq \left\{ \begin{array}{ll} Ce^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\tau t_j}e^{-\sigma|t_j-t_j'|} & \text{if } l = 0, \\
\frac{1}{\lambda_j} e^{-\frac{(n-2)L}{2}(1+\xi)}e^{-\tau t_j}e^{-\sigma|t_j-t_j'|} & \text{if } l \geq 1, \end{array} \right.
\]
for $j \geq 1$ where $\xi > 0$ is a positive constant independent of $L$ large.

6. **Proof of the main theorem**

In this section we prove our main results. We keep the notation and assumptions in the previous sections. Before we start, we define some notation:
\[
\tilde{\alpha}^i = (\tilde{a}^i_0, \cdots, \tilde{a}^i_s, \cdots)^t, \quad \tilde{r}^i = (r^i_0, r^i_1, \cdots, r^i_s, \cdots)^t,
\]
\[
T^i_\alpha(\tilde{\alpha}) = T^i_\alpha \tilde{\alpha}^i, \quad T^i_\tau(\tilde{r}) = T^i_\tau \tilde{r}.
\]
where
\[ T_i^\tilde{a} = \begin{pmatrix} -1 & 1 + e^{-2L_i} & -e^{-2L_i} & 0 & \cdots & \cdots & \vdots \\ 0 & -1 & 1 + e^{-2L_i} & -e^{-2L_i} & 0 & \cdots & \vdots \\ 0 & 0 & -1 & 1 + e^{-2L_i} & -e^{-2L_i} & 0 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix} \]
and
\[ T_i^r = \begin{pmatrix} -1 & 2 & -1 & 0 & \cdots & \cdots & \vdots \\ 0 & -1 & 2 & -1 & 0 & \cdots & \vdots \\ 0 & 0 & -1 & 2 & -1 & 0 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}. \]

For \( \tau > 0 \), let us also introduce the weighted norm and space
\[ |(x_j)|_\tau = \sup_j e^{(2j+1)\tau} |x_j| \]
and
\[ \ell_\tau = \{(\tilde{a}_i^j, r_i^j) : |(\tilde{a}_i^j)|_\tau + |(r_i^j)|_\tau < +\infty\}. \]

At first glance, these infinite dimensional matrices are not invertible, since they have the trivial kernel \((1, 1, \cdots)\)^t, but they are indeed invertible in some suitable weighted norm, which is given in the following:

**Lemma 6.1.** The operators \( T_i^\tilde{a}, T_i^r \) have inverse, whose norm can be bounded by \( Ce^{-2\tau} \).

**Proof.** Given \((f_i)_{i \geq 1}\) with \(|(f_j)|_\tau < \infty\), our goal is to solve \( T_i^\tilde{a}(\tilde{a}^i) = (f_i)_i \). Defining
\[ \tilde{a}^i_j = \sum_{l=j+1}^{\infty} \left( \sum_{s=0}^{l-1} e^{-2L_i s} \right) f_l, \]
one can easily check that the solution \( \tilde{a}^i_j \) satisfies the required conditions and that the operator is an inverse of \( T_i^\tilde{a} \) both from the left and from the right (here the index for \( f \) starts from 1, while the index for \( a \) starts from 0). Moreover, one has
\[ |\tilde{a}^i_j| \leq C|f_j|_\tau \sum_{l=j+1}^{\infty} \left( \sum_{s=0}^{l-1} e^{-2L_i s} \right) e^{-(2l+1)\tau} \leq C e^{-(2j+3)\tau}|f_j|_\tau, \]
which proves the result for \( T_i^\tilde{a} \). The proof for the inverse for \( T_i^r \) has been given in Lemma 7.3 of [23].

The lemma is proved. \( \square \)

Recall that in Proposition 3.3 one has found a solution \( u = \bar{u} + \phi \) for
\[ (-\Delta)^\gamma u - c_{n,\gamma} u^\beta = \sum_{i,j,l} c_{i,j,l}^1 (w_i^j)^{\beta - 1} Z_{j,l}^i. \]
The solvability of the original problem (1.1) is reduced to the following system of equations:
\[ \beta_{i,j,l}^j = \int_{\mathbb{R}^n} [(-\Delta)^\gamma u - c_{n,\gamma} u^\beta] Z_{j,l}^i \, dx = 0, \]
for all \( i = 1, \cdots, k, \ j = 0, \cdots, +\infty, \) and \( l = 0, \cdots, n. \)

Using the above lemma and a perturbation argument, we can prove the following result:
Proposition 6.2. Given \( \{ R_i, \tilde{a}_0, q_i \} \) satisfying (3.7) and (3.8) with \( L \) sufficiently large, if we choose \( \tau < \min \{ \xi, \sigma \} \), there exist \( (\tilde{a}_i^j)_{i,j} \) and \( (r_j^i)_{i,j} \) such that (3.10) holds true with \( \tilde{a}_j^i = 0 \) for \( j \geq 1 \) and all \( l = 0, \ldots, n, i = 1, \ldots, k \).

Proof. For \( l = 0 \), consider

\[
G_0^i = \begin{pmatrix}
\vdots \\
\frac{1}{F(L_i)} [\beta_j^i,0 - \tilde{\beta}_j^i] \\
\vdots
\end{pmatrix} - T_r^i (r^i)
\]

and for \( l = 1, \ldots, n \),

\[
G_l^i = \begin{pmatrix}
\vdots \\
\frac{e^{-\frac{n-2L}{\lambda_j}}}{L_j} [\beta_j^i_{l} - \tilde{\beta}_j^i_{l}] \\
\vdots
\end{pmatrix} - T_a^i (\tilde{a}^i),
\]

where \( \tilde{\beta}_j^i_{l} \) correspond to the numbers \( \beta_j^i_{l} \) for the approximate solution \( \tilde{a}_0^i \), i.e., the solution when \( \tilde{a}_j^i, r_j^i \) are all zero.

One can easily see that \( \beta_j^i_{l} = 0 \) for \( j \geq 1 \) if

\[
\hat{a}^i = -T_a^{-1} \left\{ \begin{pmatrix}
\vdots \\
\frac{e^{-\frac{n-2L}{\lambda_j}}}{L_j} \tilde{\beta}_j^i_{l} \\
\vdots
\end{pmatrix} + G_l^i \right\}
\]

and

\[
r^i = -T_r^{-1} \left\{ \begin{pmatrix}
\vdots \\
\frac{1}{F(L_i)} \tilde{\beta}_j^i_{l} \\
\vdots
\end{pmatrix} + G_l^i \right\}.
\]

Next we show that the terms on the right hand sides of (6.1)-(6.2) are contractions in an appropriate sense. First, by Lemma 4.1, one has

\[
|\tilde{\beta}_j^i_{l}| \leq \begin{cases}
Ce^{-\frac{(n-2)L}{2}(1+\xi)} e^{-\sigma t^i_{l}} & \text{if } l = 0, \\
C\lambda_j e^{-\frac{(n-2)L}{2}(1+\xi)} e^{-\sigma t^i_{l}} & \text{if } l \geq 1,
\end{cases}
\]

We write the \( j \)-th component of \( \left[ \frac{e^{-\frac{n-2L}{\lambda_j}}}{L_j} (\beta_j^i_{l} - \tilde{\beta}_j^i_{l}) \right] - T_a^i (\hat{a}^i) \) as \( G_{1,l,j} + G_{2,l,j} \), where

\[
G_{1,l,j} = \int_0^1 \left[ \frac{e^{-\frac{n-2L}{\lambda_j}}}{L_j} \frac{\partial \beta_j^i_{l}}{\partial t} (t(\hat{a}^i, r^i)) \right] \, dt
\]

and

\[
G_{2,l,j} = \hat{A}^i - T_a^i (\hat{a}^i)
\]

for

\[
\hat{A}^i_{j}(\hat{a}^i, r^i) = \sum_{j'=0}^{\infty} \frac{e^{-\frac{n-2L}{\lambda_j}}}{L_j} \frac{\partial \beta_j^i_{l}}{\partial a_j'} \cdot [a_j'],
\]
where $\beta_{j,l}$ is given before Lemma 5.2 and $\bar{a}_i^j$ corresponds to the translation perturbation of the $j$—th bubble in the Delaunay solution, see Lemma 5.2. Also observe that

$$T_0(\bar{a}^i) = T_0(\hat{a}^i).$$

Let us begin by estimating $G_{1,l,j}$: using Lemma 5.4 for $l = 1, \ldots, n$, one finds

$$|G_{1,l,j}| \leq \sum_{j'=0}^{n-2} \frac{e^{-\frac{L}{2} \xi}}{\lambda_j} \left| \frac{\partial \beta_{j,l}}{\partial a_{j,l}} \right| |a_{j,l}| + O(e^{-\frac{(n-2)\xi}{2} \xi} e^{-\min(\sigma, \tau) t_j})$$

where $\beta_{j,l}$ is given before Lemma 5.2 and $\bar{a}_{j,l}$ is large. Furthermore, it is

$$\big|G_{1,l,j}\big| \leq Ce^{-\frac{(n-2)\xi}{2} \xi} \sum_{j'} e^{-\sigma |t_j - t_{j'}|} |a_{j,l}| + O(e^{-\frac{(n-2)\xi}{2} \xi} e^{-\min(\sigma, \tau) t_j})$$

To estimate $G_{2,l,j}$, we apply Lemma 5.2 which gives

$$|G_{2,l,j}| \leq Ce^{-\frac{(n-2)\xi}{2} \xi} \left[ e^{-\sigma L |t_j - t_{j+1}|} + \sum_{j' \neq j \pm 1} e^{-\sigma |t_j - t_{j'}|} |a_{j,l}| \right].$$

Combining the above two estimates, one has for $\tau < \sigma$,

$$\|G_{l,j}\|_{\ell_{L,4}} \leq Ce^{\tau L} e^{-\frac{(n-2)\xi}{2} \xi} \|a^i\|_{\ell_{L,4}} + O(e^{-\frac{(n-2)\xi}{2} \xi}), \quad \text{for } l = 1, \ldots, n.$$
Recall that by the definition of $R^i_j$, i.e., $R^i_0 = R^i_0 (1 + r^i_0)$, and the estimate for $r^i_0$ (6.3), then the above equation can be rewritten as

$$(6.4) \quad A_2 \sum_{i' \neq i} |p_{i'} - p_i|^{-(n-2\gamma)} (R^{i'} R^{i''})^{-\frac{n-2\gamma}{2}} q_{i'} - q_i = o(1).$$

On the other hand, the equations $\beta^i_{0, l} = 0$ for $l = 1, \ldots, n$ are reduced to

$$\beta^i_{0, l} = c_{n, \gamma} \left[ A_3 \sum_{i' \neq i} \frac{(p_{i'} - p_i)}{|p_{i'} - p_i|^{n-2\gamma+2}} (R^{i'} R^{i''})^{-\frac{n-2\gamma}{2}} q_{i'} \right.$$  

$$+ A_0 \left( \frac{R^i_0}{R^{i''}_0} \right)^{n-2\gamma} \frac{a^i_0 - a^i_j}{(L_0^i)^2} q_i e^{-\frac{n-2\gamma}{2} L} + O(e^{-(n-2\gamma)L}(1+\xi)) = 0.$$

By the definition of $a^i_j$, i.e. $a^i_j = (\lambda^i_j)^2 a_j^i$ and $a_j^i = \bar{a}_j^i + \hat{a}_j^i$, and the estimates satisfied by $\hat{a}_j^i$ (6.3), the above equation can be rewritten as

$$(6.5) \quad A_3 \sum_{i' \neq i} \frac{(p_{i'} - p_i)}{|p_{i'} - p_i|^{n-2\gamma+2}} (R^{i'} R^{i''})^{-\frac{n-2\gamma}{2}} q_{i'} + A_0 \hat{a}_0^i q_i = o(1).$$

Our last step is to choose suitable $\hat{a}_0^i, R^i_j, q_i$ such that equations (6.4) and (6.5) are solvable. Recalling the balancing conditions (3.5)-(3.6) satisfied by $a_0^i, R^i_j, q_i$, the solvability of (6.4)-(6.5) depends on the following invertibility property of the linearized operator of the above equations around $\hat{a}_0^i, R^i_j, q_i$:

**Lemma 6.3.** If we denote by

$$\mathcal{F}(R^i, q_i) = A_2 \sum_{i' \neq i} |p_{i'} - p_i|^{-(n-2\gamma)} (R^{i'} R^{i''})^{-\frac{n-2\gamma}{2}} q_{i'} - q_i,$$

then the linearized operator of $\mathcal{F}$ around $(R^i_j, q_i^j)$ is invertible.

**Proof.** From the definition of $\mathcal{F}$, one has the following expression for the linearized operator

$$\mathcal{F}_{R^i_j, q_i} |_{(R^i_j, q_i^j)} : \mathbb{R}^{2k} \rightarrow \mathbb{R}^k,$$

where

$$\mathcal{F}_{q_i} = (q_{ij})$$

for

$$q_{ii} = -1, \quad q_{ij} = A_2 |p_i - p_j|^{-(n-2\gamma)} (R^{i'} R^{i''})^{-\frac{n-2\gamma}{2}}, \quad i \neq j,$$

and

$$\mathcal{F}_{R^i_j} = (R_{ij})$$

for

$$R_{ii} = \frac{n-2\gamma}{2} \frac{1}{R^{i'} R^{i''}} \sum_{i' \neq i} A_2 |p_{i'} - p_i|^{-(n-2\gamma)} (R^{i'} R^{i''})^{-\frac{n-2\gamma}{2}} q_{i'},$$

$$R_{ij} = \frac{n-2\gamma}{2} \frac{1}{R^{i'} R^{i''}} A_2 |p_j - p_i|^{-(n-2\gamma)} (R^{i'} R^{i''})^{-\frac{n-2\gamma}{2}} q_{j'}, \quad i \neq j.$$

From the balancing condition (3.5) we know that

$$\mathcal{F}(R^i_j, q_i^j) = 0.$$

One can easily see that the matrix $\mathcal{F}_{q_i}$ is symmetric and has only one-dimensional kernel, which is given by

$$\text{Ker}(\mathcal{F}_{q_i}) = \text{Span}\{(q_1^b, \ldots, q_k^b)\}.$$
The balancing condition (3.5) also implies that

$$\mathcal{F}_{R^i} \left( \begin{array}{c} R_{1,b} \\ \vdots \\ R_{k,b} \end{array} \right) = \frac{(n-2\gamma)}{2} \left( \begin{array}{c} q_1^b \\ \vdots \\ q_k^b \end{array} \right).$$

Thus we conclude that the operator $\mathcal{F}_{R^i,q^b_i}$ is surjective.

□

From Lemma 6.3 and the balancing condition (3.5), one can easily find $(R^i, q_i)$ which solves (6.4) by perturbing near $(R_{i,b}^i, q_{b,i})$. Looking at the second balancing condition (3.6), once $(R^i, q_i)$ are known, one can find $\hat{a}_{i,b}^0$ around $a_{i,b}^0$ which solves (6.5).

In conclusion, we have chosen $R^i, q_i, \hat{a}_{i,b}^0$ such that (6.4)-(6.5) are solved, i.e. $\beta_{i,l}^0 = 0$. The last step in our argument is to use the maximum principle in [12] to show that $u > 0$. This concludes the proof of the main Theorem.

□

7. Appendix

In this appendix we will derive some useful integrals which are important in our proof. All of the following expressions may be found in A. Bahri’s book [5] for the special case $\gamma = 1$. Below we derive the estimates for general $\gamma$.

We define

$$w_1 = \left( \frac{\lambda_1}{\lambda_1^2 + |x|^2} \right)^{\frac{n-2\gamma}{2}}, \quad w_2 = \left( \frac{\lambda_2}{\lambda_2^2 + |x|^2} \right)^{\frac{n-2\gamma}{2}}, \quad w_3 = \left( \frac{\lambda_3}{\lambda_3^2 + |x-p|^2} \right)^{\frac{n-2\gamma}{2}}.$$

Lemma 7.1. It holds

$$\beta \int_{\mathbb{R}^n} w_1^{\beta-1} w_2^\beta \frac{\partial w_1}{\partial \lambda_1} dx = \frac{1}{\lambda_1} F\left( |\log \frac{\lambda_2}{\lambda_1}| \right) \frac{\log \frac{\lambda_2}{\lambda_1}}{|\log \frac{\lambda_2}{\lambda_1}|},$$

where

$$F(\ell) := \beta \int_{\mathbb{R}} v(t)^{\beta-1} v(t + \ell) v'(t) dt = e^{-\frac{n-2\gamma}{2}\ell}(1 + o(1)), \quad \ell \to \infty.$$

Proof. By the relation between $w$ and $v$, one has

$$w_1 = |x|^{-\frac{n-2\gamma}{2}} v(-\log |x| + \log \lambda_1), \quad w_2 = |x|^{-\frac{n-2\gamma}{2}} v(-\log |x| + \log \lambda_2).$$

Thus

$$\beta \int_{\mathbb{R}^n} w_1^{\beta-1} w_2^\beta \frac{\partial w_1}{\partial \lambda_1} dx = \beta \int_{\mathbb{R}^n} |x|^{-2\gamma} v_1^{\beta-1} |x|^{-\frac{n-2\gamma}{2}} v_2^\beta v_1^\beta \frac{1}{\lambda_1} |x|^{-\frac{n-2\gamma}{2}} v_2 dx$$

$$= \beta \frac{1}{\lambda_1} \int_{\mathbb{R}} v^{\beta-1}(t + \log \lambda_1) v'(t + \log \lambda_1) v(t + \log \lambda_2) dt$$

$$= \beta \frac{1}{\lambda_1} \int_{\mathbb{R}} v^{\beta-1}(t) v'(t) v(t + \log \frac{\lambda_2}{\lambda_1}) dt$$

$$= \frac{1}{\lambda_1} F\left( |\log \frac{\lambda_2}{\lambda_1}| \right) \frac{\log \frac{\lambda_2}{\lambda_1}}{|\log \frac{\lambda_2}{\lambda_1}|}.$$

□
Lemma 7.2. If \( \lambda_3 = O(\lambda_1) \) then the following estimates hold:

\[
\beta \int_{\mathbb{R}^n} w_1^{\beta-1} w_3 \frac{\partial w_1}{\partial \lambda_1} \, dx = A_2 \frac{|p|^{-(n-2\gamma)}}{\lambda_1} (\lambda_1 \lambda_3)^{\frac{n-2\gamma}{2}} [1 + O(\lambda_1)^2],
\]

\[
\beta \int_{\mathbb{R}^n} w_1^{\beta-1} w_3 \frac{\partial w_1}{\partial x_l} \, dx = A_3 \frac{p_l}{|p|^{n-2\gamma+2}} (\lambda_1 \lambda_3)^{\frac{n-2\gamma}{2}} (1 + O(\lambda_1^2)), \quad l = 1, \ldots, n,
\]

and the constants are given by

\[
A_2 = \frac{n + 2\gamma}{2} \int_{\mathbb{R}^n} \frac{|x|^2 - 1}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx > 0,
\]

\[
A_3 = \frac{(n - 2\gamma)^2}{n} \int_{\mathbb{R}^n} \frac{|x|^2}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx < 0.
\]

Proof. We calculate

\[
\beta \int_{\mathbb{R}^n} w_1^{\beta-1} w_3 \frac{\partial w_1}{\partial \lambda_1} \, dx = \frac{n + 2\gamma}{2} \int_{\mathbb{R}^n} \frac{\lambda_1^{n-2\gamma} - 1}{\lambda_3^{n-2\gamma}} \frac{|x|^2 - 1}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx
\]

\[
= \frac{n + 2\gamma}{2} \lambda_1^{n-2\gamma} \lambda_3^{n-2\gamma+2} \int_{\mathbb{R}^n} \frac{|x|^2 - 1}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx
\]

\[
= \frac{n + 2\gamma}{2} \lambda_1^{n-2\gamma} \lambda_3^{n-2\gamma+2} \int_{\mathbb{R}^n} \frac{|x|^2 - 1}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx (1 + O(\lambda_1^2)),
\]

where we have used the expansion

\[
(\lambda_3^2 + |\lambda_1 x - p|^2)^{-\frac{n-2\gamma}{2}} = |p|^{-(n-2\gamma)} + (n-2\gamma) \frac{\lambda_1 p \cdot x}{|p|^{n-2\gamma+2}} + O(\lambda_1^2).
\]

Moreover, rescaling \( \lambda_1 \) in the second step,

\[
\frac{n + 2\gamma}{2} \int_{\mathbb{R}^n} \frac{|x|^2 - 1}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx = \frac{\partial}{\partial \lambda_1} \bigg|_{\lambda_1 = 1} \int_{\mathbb{R}^n} w_1^\beta \, dx
\]

\[
= \frac{\partial}{\partial \lambda_1} \bigg|_{\lambda_1 = 1} \int_{\mathbb{R}^n} \frac{\lambda_1^{n-2\gamma}}{(\lambda_3^2 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx
\]

\[
= \frac{n - 2\gamma}{2} \int_{\mathbb{R}^n} \frac{1}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx > 0.
\]

Next, by (7.4) again,

\[
\beta \int_{\mathbb{R}^n} w_1^{\beta-1} w_3 \frac{\partial w_1}{\partial x_l} \, dx = -(n - 2\gamma) \int_{\mathbb{R}^n} \frac{\lambda_1^{n+2\gamma} x}{(\lambda_3^2 + |x|^2)^{\frac{n+2\gamma}{2}}} \left( \frac{\lambda_3}{\lambda_3^2 + |x|^2} \right)^{\frac{n-2\gamma}{2}} \, dx
\]

\[
= -\frac{(n - 2\gamma)^2}{n} (\lambda_1 \lambda_3)^{\frac{n-2\gamma}{2}} p_l |p|^{n-2\gamma+2} \int_{\mathbb{R}^n} \frac{|x|^2}{(1 + |x|^2)^{\frac{n+2\gamma}{2}}} \, dx (1 + O(\lambda_1^2)).
\]
Lemma 7.3. For $|a| \leq \max \{ \lambda_1^2, \lambda_2^2 \} << 1$ and $\min \{ \frac{\lambda_1}{\lambda_2}, \frac{\lambda_2}{\lambda_1} \} << 1$, the following estimates hold:

$$\int_{\mathbb{R}^n} \frac{\partial}{\partial a} \left( \frac{\lambda_1}{\lambda_1^2 + |x-a|^2} \right)^{n+2\gamma} \left( \frac{\lambda_2}{\lambda_2^2 + |x|^2} \right)^{n-2\gamma} \, dx$$

$$= -A_0 \min \left\{ \left( \frac{\lambda_1}{\lambda_2} \right)^{n-2\gamma}, \left( \frac{\lambda_2}{\lambda_1} \right)^{n-2\gamma} \right\} \frac{a}{\max \{\lambda_1^2, \lambda_2^2\}}$$

$$+ O\left( \left( \frac{a}{\max \{\lambda_1, \lambda_2\}} \right)^2 + \min \left\{ \left( \frac{\lambda_1}{\lambda_2} \right)^{n-2\gamma}, \left( \frac{\lambda_2}{\lambda_1} \right)^{n-2\gamma} \right\} \frac{a}{\max \{\lambda_1, \lambda_2\}} \right)$$

(7.5)

where

$$A_0 = \frac{(n + 2\gamma)(n - 2\gamma)}{n} \int_{\mathbb{R}^n} \frac{1}{|x|^{n-2\gamma}(1 + |x|^2)^{\frac{n+2\gamma}{2}} + 1} \, dx > 0.$$

Proof. We consider the case $\lambda_2 << \lambda_1$.

$$\frac{1}{n + 2\gamma} \int_{\mathbb{R}^n} \frac{\partial}{\partial a} \left( \frac{\lambda_1}{\lambda_1^2 + |x-a|^2} \right)^{n+2\gamma} \left( \frac{\lambda_2}{\lambda_2^2 + |x|^2} \right)^{n-2\gamma} \, dx$$

$$= \int_{\mathbb{R}^n} \frac{\lambda_1^{n+2\gamma} (x-a)}{\lambda_1^2 + |x-a|^2} \cdot (\frac{\lambda_2}{\lambda_2^2 + |x|^2})^{n-2\gamma} \, dx$$

$$= \lambda_1^{n+2\gamma} \lambda_2^{-2\gamma} \int_{\mathbb{R}^n} \frac{\lambda_1 x}{\lambda_1^{n+2\gamma+2} (1 + |x|^2)^{\frac{n+2\gamma}{2}+1}} \left( \frac{\lambda_2}{\lambda_2^2 + |x|^2} \right)^{n-2\gamma} \, dx$$

$$= \lambda_1^{-\frac{n-2\gamma}{2} - 1} \lambda_2^{-\frac{n-2\gamma}{2}} \int_{\mathbb{R}^n} \frac{1}{(1 + |x|^2)^{\frac{n+2\gamma}{2}+1}} \left( \frac{\lambda_2}{\lambda_1} \right)^{2} + \frac{2a \cdot x}{\lambda_1} + |\frac{a}{\lambda_1}|^2 \right)^{\frac{n-2\gamma}{2}} \, dx.$$

Using the assumption that $|a| \leq C\lambda_1^2$ and $\lambda_2 << \lambda_1$, by Taylor’s expansion for the second term in the integral, the above integral is

$$- (n - 2\gamma) \lambda_2 \lambda_1^{-\frac{n-2\gamma}{2} - 1} \int_{\mathbb{R}^n} \frac{1}{\lambda_1^{n-2\gamma} (1 + |x|^2)^{\frac{n+2\gamma}{2}+1}} \left[ 1 + O\left( \frac{a}{\lambda_1} \right)^2 + O\left( \frac{\lambda_2}{\lambda_1} \right)^2 \frac{a}{\lambda_1} \right] \, dx$$

$$= - \frac{n - 2\gamma}{n} \lambda_2 \lambda_1^{-\frac{n-2\gamma}{2} - 1} \int_{\mathbb{R}^n} \frac{1}{|x|^{n-2\gamma} (1 + |x|^2)^{\frac{n+2\gamma}{2}+1}} \, dx \left[ 1 + O\left( \frac{a}{\lambda_1} \right)^2 + O\left( \frac{\lambda_2}{\lambda_1} \right)^2 \frac{a}{\lambda_1} \right]$$

$$= - \frac{A_0}{n} \frac{\lambda_2}{n + 2\gamma} \lambda_1 + O\left( \frac{\lambda_2}{\lambda_1} \right)^{\frac{n-2\gamma}{2} - 1} \left[ \left( \frac{a}{\lambda_1} \right)^2 + \left( \frac{\lambda_2}{\lambda_1} \right)^2 \frac{a}{\lambda_1} \right].$$

One can deal similarly with the case $\lambda_1 << \lambda_2$; we leave this proof to the reader. □
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