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Preface

This text is concerned with quantitative aspects of the theory of nonlinear diffu-
sion equations. These equations can be seen as nonlinear variations of classical heat
equation, the well-known paradigm to explain diffusion, and appear as mathematical
models in different branches of Physics, Chemistry, Biology and Engineering. They
are also relevant in Differential Geometry and Relativistic Physics. Much of the mod-
ern theory of such equations is based on estimates and functional analysis. Indeed,
Nonlinear Functional Analysis is a quite active branch of Mathematics, and a large
part of its activity is aimed at providing tools for solving the equations originated in
scientific disciplines like the above-mentioned.

We concentrate on a class of equations with nonlinearities of power type that
lead to degenerate or singular parabolicity and we gather collectively under the name
“equations of porous medium type”. Particular cases are the Porous Medium Equa-
tion, the Fast Diffusion Equation and the evolution p-Laplacian Equation. These
equations have a wide number of applications, ranging from plasma physics to filtra-
tion in porous media, thin films, Riemannian geometry and many others. And they
have at the same time served as a testing ground for the development of new methods
of analytical investigation, since they offer a rich variety of surprising phenomena that
strongly deviate from the heat equation standard. Among those phenomena we count
free boundaries, limited regularity, mass loss and extinction in finite time, to quote a
few.

The aim of the present work is obtaining sharp a priori estimates and decay rates
for general classes of solutions of those equations in terms of estimates of particular
problems. The basic tools are results of symmetrization and mass concentration
comparison, combined with scaling properties; all of this reduces the problem to
getting a detailed knowledge of special solutions using worst-case strategies. The
functional setting consists of Lebesgue and Marcinkiewicz spaces, and our final aim is
to get a deeper knowledge of the evolution semigroup generated by the equation. We
obtain optimal estimates with best constants. Many technically relevant questions are
presented and analyzed in detail, like the question of strong smoothing effects versus
weak smoothing effects. The end result combines a number of properties that extend
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iv PME

the linear parabolic theory with an array of peculiar phenomena. As a summary,
a systematic picture of the most relevant phenomena is obtained for the equations
under study, including time decay, smoothing, extinction in finite time, and delayed
regularity.

Being based on estimates, this is essentially a book about mathematical inequali-
ties and their impact on the theory. A classic in that respect is no doubt the treatise
“Inequalities” by G. Hardy, J. E. Littlewood and G. Pólya, [HLP64]. Another source
of motivation is the famous line of inequalities known collectively as Sobolev inequali-
ties, that permeate the study of nonlinear PDEs since the middle of the 20th century.
We recall that in mathematics an inequality is simply a statement about the relative
size or order of two objects. Our inequalities determine or control the behaviour of
nonlinear diffusion semigroups in terms of data and parameters. That sums up our
game in simple terms.

The present text contains results taken from papers of the author and collaborators
on the theory of nonlinear diffusion, and also the progress due to other authors. On
the other hand, a substantial part of the material sees the publication for the first
time.
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Introduction

A modern approach to the existence and regularity theory of partial differential
equations relies on obtaining suitable a priori estimates in terms of the information
available on the data, typically in the form of norms in appropriate functional spaces.
Following such ideas, this work is devoted to obtain basic estimates for some partic-
ular nonlinear parabolic equations and to derive consequences about qualitative and
quantitative aspects of the theory. In pursuing this aim, a major role is given to the
scaling properties and the existence of suitable self-similar solutions; results of sym-
metrization and mass concentration comparison also play a prominent role; finally, a
strategy of looking for the worst case complete the picture.

Using this machinery, we derive a complete set of a priori estimates in Lebesgue
and Marcinkiewicz spaces for the two of model equations of Nonlinear Diffusion the-
ory:

(1) ut = ∆um, ut = ∇ · (|∇u|p−2∇u),

which we study for the different values of the exponents m and p and space dimension
n ≥ 1. Both equations are popular models in that area, with a number of applications
in Physics and other sciences, and with a very rich mathematical theory. We will give
preference in the presentation to the first equation, which is known in the literature
as the Porous Medium Equation (shortly, PME) when m > 1, and the Fast Diffusion
Equation (FDE) when m < 1. The Classical Heat Equation (HE) is included as
the case m = 1, but contrary to the standard approach for the latter equation, our
approach here is heavily nonlinear in methods and results. The second equation
is usually called the p-Laplacian evolution equation, and is the best known of a
series of models of nonlinear parabolic equations called “gradient-dependent diffusion
equations”.

The tools

Let us review the technical tools: the topics of symmetrization and mass concentration
comparison, have been dealt with in a companion paper [Va04b], which was focused
on a more general model, the so-called Filtration Equation,

(2) ut = ∆ϕ(u) + f,

3



4 Smoothing effects

where usually ϕ is a C1 real function with positive derivative; in degenerate cases
ϕ′ is only nonnegative; the equation may also include singularities, i.e., values where
ϕ is not C1 and ϕ′(u) = ∞. Equation (2) includes as a particular case our main
model, ut = ∆um, as well as other popular nonlinear diffusion models, like the Stefan
equation, where ϕ(u) = (u− 1)+. Our results in this paper have corollaries for such
equations, though we will not develop them. Many nonlinear diffusion variants can
also be treated by similar methods, like the already mentioned p-Laplacian equation,
and we will give details of this extension.

On the other hand, the model equations we consider have the extra property of
being invariant under a large group of scaling transformations, with at least two free
parameters (see formula (1.21) below). Indeed, the property of scale invariance is
the connecting link between the two otherwise quite different parabolic equations (1).
Moreover, both equations can be combined into a more complicated model, so-called
Doubly Nonlinear Equation, to which the methods apply. A striking consequence of
scale invariance is the existence of selfsimilar solutions whose behaviour and properties
can be described in great detail. Special cases of such solutions will serve as model
examples in our worst-case strategy to obtain estimates. They are the main stars of
our show.

Let us point out that obtaining particular solutions of PDE’s does not seem a
fundamental problem in the most theoretical approach to the subject, but reality is
different under such a deceptive cover: selfsimilarity, separation of variables, Bäcklund
transformation, the method of characteristics, Green’s function, integral transforms,
and other methods allow the applied mathematician to gain the insight that serves
as corner-stone for the general treatment. This approach will lead our steps in what
follows.

The goals

The present work uses the approach we have outlined to derive a complete set of
a priori estimates that should play an important role in the qualitative theory of
the equations. Let us present the motivation for this application, starting from the
classical heat equation, ut = ∆u. This equation has a remarkable property, called
smoothing, whereby solutions with (initial and boundary) data in suitable functional
spaces are actually C∞ smooth functions in the interior of the domain of definition.
This is a result easily obtained in the case of the Cauchy problem posed in the whole
space by using the standard representation with the Gaussian kernel. It was soon
observed that the property is shared by a whole class of so-called linear parabolic
equations with variable smooth coefficients, being remarkable in this context the
work of J. Nash [Na58], [KN02], while the elliptic counterparts bear the names of
E. De Giorgi [DG57] and J. Moser [Mo61]. The results were later extended to wide
classes of nonlinear equations under suitable structural assumptions, the main ones
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being uniform parabolicity (or ellipticity) and smoothness of the coefficients. Uniform
parabolicity will be missing here.

When performing the regularity proofs in more general contexts, one is led to
proceed by steps: first, data in general spaces, like u0 ∈ Lp spaces, produce solutions
which are bounded, u ∈ L∞, and this is the starting point of the “improvement
process”; in a second step, bounded solutions are shown to be continuous, usually
Hölder continuous, by means of a priori interior bounds in terms of the proven bounds
for the solution; third, an iterative argument allows to obtain estimates for first
derivatives and then derivatives of all orders. When dealing with increasingly wider
classes of equations, mainly nonlinear equations or equations with bad coefficients,
the latter steps may or may not be true (a phenomenon called partial regularity),
and the first step receives special attention, being the most general. This is why we
will accept some usual terminology in nonlinear PDE analysis and give the (rather
incorrect) name of smoothing effect to the property which could be better termed
“function space improvement” and says: data in a space like Lp(Rn) produce solutions
that live for t > 0 in a space Lq(Rn) with q > p, hopefully L∞(Rn). Describing when
the aforementioned equations do or do not possess such a smoothing effect, what are
the quantitative estimates behind that property, or what happens otherwise is the
main purpose of this text.

Semigroups, bounds, asymptotic rates and patterns

There are many sides in this task under the flag of nonlinear evolution. Thus, from
the point of view of Functional Analysis, the whole question of smoothing effects can
be seen as a rather basic part of the study of the evolution semigroups generated by
the equations, as was pointed out in the pioneering works of Bénilan [Be72, Be76]
and Véron [Ve79]. As we will see, it gives in some cases the information needed to
properly define the semigroup in a suitable domain; in any case, it shows how the
semigroup behaves in time.

The text also contributes to the topic of asymptotic behaviour. Given an equation
E, he idea is to associate to every data, in our case initial data u0, a set of so-called
“asymptotic data” that allow to reconstruct the long-time behaviour of the solution
generated by E from u0. In the standard application the solution of a nonlinear dif-
fusion process exists globally in time and goes to zero in a more or less uniform way.
The asymptotic data must be simple to calculate and must allow to reconstruct the
approximate behaviour of u(x, t) for large times (so-called intermediate asymptotics);
they take the form of asymptotic rates (which are usually powers of time), as well
as the spatial pattern, usually called asymptotic profile. We have contributed other
studies on the asymptotic behaviour of the PME, [Va03, Va04]. The main new con-
tributions of our text lie in the realm of Fast Diffusion and are related to extinction
phenomena. By this mean that for some evolution equations and data the solution
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disappears completely at a certain time T > 0 in the sense that u(x, t) → 0 at all
points x ∈ Rn as t ↗ T .

This work aims at giving the reader a sound knowledge of the behaviour of the
solutions of the semigroups generated by the two families of equations (1), specially
the first one. The idea of comparison with the well-known Heat Equation and its
Gaussian kernel is always present. The similarities and striking differences will be
outlined. Our main characters will be the selfsimilar functions that play the role of
the Gaussian kernel in the different contexts, and the plot will almost always revolve
around them.

Contents and distribution

The bulk of the paper is devoted to the analysis of smoothing estimates and the
related topics that arise for the Porous Medium Equation and its relative, the Fast
Diffusion Equation.

The analysis of the results based on comparison with source-type solutions occu-
pies Part I and concerns the PME, the HE and the supercritical range of the FDE,
m > mc with mc = (n− 2)/n. A number of topics of general interest is discussed, as
indicated in the introduction to that part.

Part II deals with the subcritical range of the FDE. This study offers a large
number of novelties, like extinction, backward effects, delayed boundedness, non-
existence and non-uniqueness.

Once the analysis of the PME/FDE has been completed, we devote Part III to a
brief application of the same strategies to obtain estimates for the other equations,
the p-Laplacian equation and the Doubly Nonlinear Equation. The aim is illustrative
of the scope of the method, hence the study of the extension is shorter and less
complete.

Part IV contains auxiliary information. A series of three appendices contains
important technical material that is needed, but is not in the main line of the paper.
We hope they will be useful for the reader. We add a section containing comments
and bibliographical notes and end with a brief comment on extensions. ///

Preference is given to the Cauchy Problem, for a question of definiteness, simplicity
and space. This restriction allows us to build a rather complete theory. However,
some hints about Dirichlet, Neumann or local solutions are reflected here and there.

We include at the end of each chapter some additional information on the contents
of the different sections as an orientation for the reader. In doing that we have tried
to be concise and fair, and not stray far away from the main subject, but we allow
ourselves diversions that might be appealing for the expert or the curious reader. We
ask for apologies if unintended omissions of important topics arise.
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Note. In obtaining our estimates we will restrict our attention to nonnegative solu-
tions and data. Signed solutions can be considered but then the equation must be
written as ut = ∆(|u|m−1u), or even better ut = ∇ · (|u|m−1∇u) after scaling out the
constant m. Restriction to nonnegative data is done mostly for convenience, since
on the one hand many results will be directly applicable to signed solutions once the
nonnegative case is settled by using the maximum principle; on the other hand, the
physical applications deal in general with the situation u ≥ 0.
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Part I

Estimates for the PME / FDE

The first chapter provides needed preliminaries on functional analysis, comparison
results and the fundamentals of the PME. Additional information is supplied in the
appendices at the end.

Chapter 2 discusses the smoothing and decay effects for the Porous Medium Equa-
tion, using as a model case the famous Barenblatt solutions that have explicit for-
mulas. This material has been the foundation for all later developments. Important
issues are introduced and discussed at length, like scaling techniques, optimal decay,
best constants and the distinction between strong and weak smoothing effects.

Chapter 3 covers the smoothing effects that arise from comparison in Marcinkie-
wicz spaces, our second major topic. Weak Lp-Lq effects are discussed in Section
3.5.

Contractivity, error estimates and continuous dependence are covered in a short
Chapter 4. This chapter also contains lower estimates (positivity estimates) and
Harnack inequalities.



Chapter 1

Preliminaries

The most useful preliminary information is organized in three sections. The first
contains the basic facts that we need on concentration and symmetrization, plus a
discussion of worst-case strategies and Marcinkiewicz spaces that will play a promi-
nent role in the analysis.

The aim of Parts I and II will be the analysis of smoothing estimates and the
related topics that arise for the Porous Medium Equation and its relative, the Fast
Diffusion Equation. We devote Section 1.2 to the basic information on that equation
that will serve as background material.

Next come the needed comparison results. These results have been discussed in
whole detail in [Va04b]; the main facts are recalled in Section 1.3 for the reader’s
convenience since they are essential in the derivation of the estimates.

There is still a technique that plays a big role in the text, namely, the existence
of certain types of selfsimilar solutions which serve as comparison functions. Such
analysis will be introduced in Section 3.8 and later on as the need arises.

For the sake of possible extensions, we formulate the preliminary material in terms
of signed functions.

1.1 Functional Preliminaries

Let Ω a domain in Rn, not necessarily bounded. We denote by |Ω| the Lebesgue
measure of Ω and by L(Ω) the set of [classes of] Lebesgue measurable real functions
defined in Ω up to a.e. equivalence.

For every function f ∈ L(Ω) we define the distribution function µf of f by the
formula

(1.1) µf (k) = meas{x : |f(x)| > k},

9
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where meas(E) denotes the Lebesgue measure of a set E ⊂ Rn.

We denote by L0(Ω) the subspace of measurable functions in Ω such that µf (k)
is finite for every k > 0. If Ω has finite measure then L0(Ω) = L(Ω), otherwise L0(Ω)
contains the measurable functions that tend to zero at infinity in a weak sense. All
Lp(Ω) spaces with 1 ≤ p < ∞ are contained in L0(Ω).

1.1.1. Rearrangement. A measurable function f defined in Rn is called radially
symmetric (or radial for short) if f(x) = f̃(r), r = |x|. It is called rearranged if
it is nonnegative, radially symmetric, and f̃ is a non-increasing function of r > 0.
For definiteness, we also impose that f̃ be left-continuous at every jump point. We
denote by R(Rn) the set of all rearranged functions in Rn. We will often write
f(x) = f(r) by abuse of notation.

A similar definition applies to functions defined in a ball B = BR(0) = {x ∈ Rn :
|x| < R}, and we get the family R(B).

1.1.2. Schwarz Symmetrization. For every bounded domain Ω, the symmetrized
domain is the ball Ω∗ = BR(0) having the same volume as Ω, i.e.,

(1.2) |Ω| := meas (Ω) = ωnR
n.

The precise value ωn of the volume of the unit ball in Rn appears in Appendix AI.1.
We put (Rn)∗ = Rn. For a function f ∈ L0(Ω) we define the spherical rearrangement
of f (also called the symmetrized function of f) as the unique rearranged function f ∗

defined in Ω∗ which has the same distribution function as f , i.e., for every k > 0

(1.3) µf (k) := meas {x ∈ Ω : |f(x)| > k} = meas {x ∈ Ω∗ : f ∗(x) > k}
(we omit the subindex f when it can be inferred from the context). This means that

(1.4) f ∗(x) = inf{k ≥ 0 : meas{y : |f(y)| > k} < ωn|x|n}.
A rearranged function coincides with its spherical rearrangement. Sometimes the
name symmetric decreasing rearrangement is used. For more details cf. e.g. [B80],
[Ta76b], [Ta76].

The following Hardy-Littlewood formula is well-known and illustrates the relation
between f and f ∗:

(1.5)

∫

BR(0)

f ∗ dx = sup{
∫

E

|f | dx : E ⊂ Ω, meas (E) ≤ meas (BR)}.

There is also an immediate relation between distribution functions and Lp integrals
given by the formula

(1.6)

∫

Ω

|f |p dx = −
∫ ∞

0

kp dµ(k) = p

∫ ∞

0

kp−1µ(k) dk.
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Since the distribution functions of f and f ∗ are identical, equality of integrals

(1.7)

∫

Ω

|f |p dx =

∫

Ω

(f ∗)p dx

holds for every p ∈ [1,∞).

1.1.3. Mass Concentration. The following notion, a variant of the comparison
introduced by Hardy and Littlewood, was introduced and used in [Va82] as a basic
tool. For every two radially symmetric functions f, g ∈ L1

loc(R
n) we say that f is

more concentrated than g, f Â g, if for every R > 0,

(1.8)

∫

BR(0)

f(x) dx ≥
∫

BR(0)

g(x) dx,

i.e.,

(1.9)

∫ R

0

f(r)rn−1 dr ≥
∫ R

0

g(r)rn−1 dr.

The partial order relationship Â is called comparison of mass concentrations. We
can also write f Â g in the form g ≺ f , to mean that g is less concentrated than
f . A similar definition applies to radially symmetric and locally integrable functions
defined in a ball B = BR(0), and even for radially symmetric Radon measures. When
the functions under consideration are rearranged, this comparison coincides with the
one introduced by Hardy and Littlewood [BS88], but is does not in general since we
do not rearrange the functions prior to comparison. See [Va04b] for a more detailed
discussion of the issue.

In any case, for rearranged functions, the comparison of concentrations can be
formulated in an equivalent way.

Lemma 1.1 Let f, g ∈ L1(Ω) be rearranged functions defined in Ω = BR(0) for some
R > 0 and let g → 0 as r → R. Then, f Â g if and only if the following property
holds: for every k > 0

(1.10)

∫

Ω

(f(x)− k)+ dx ≥
∫

Ω

(g(x)− k)+ dx ,

and if and only if for every convex nondecreasing function Φ : [0,∞) → [0,∞) with
Φ(0) = 0 we have

(1.11)

∫

Ω

Φ(f(t)) dx ≥
∫

Ω

Φ(g(t)) dx.

The result is true if Ω = Rn, under the assumptions that f, g ∈ L1
loc(R

n) and that
f, g → 0 as r →∞.

We refer to [Va04b] for more details about the preceding topics.
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1.1.5. Worst-case strategy. Measures and Marcinkiewicz spaces

The derivation of practical a priori estimates in later sections will be much simplified
by using a strategy based on solving more or less explicitly the worst case of a family of
problems. This is based on the remark that the relation Â admits maximal elements
when restricted to convenient subclasses of L0(R

n).

Thus, if we consider the subclass of (radially symmetric) and nonnegative functions
in L1(Rn) with fixed mass, i.e.,

∫
f(x)dx = M , then we find that a most concentrated

element exists, though it lies outside the original functional class. Indeed, it is given
by the Dirac mass Mδ(x), which belongs to the spaceM(Rn) of bounded nonnegative
Radon measures. Hence, this latter space is a more natural candidate when dealing
with such problems. Fortunately, the existence and uniqueness theory for the filtra-
tion equation has been extended to accept data in this class; but we point out that
this extension is convenient but not strictly necessary, since comparison arguments
between solutions with data in L1(R) and the worst-case solution with data a Dirac
mass can be justified by approximation as long as the latter solution exists.

In the same way, when we consider a subclass of functions in Lp(Rn) for some
1 < p < ∞ with a fixed bound for the norm, we cannot find a most concentrated
element. However, this task is easy when we extend the class into the corresponding
Marcinkiewicz space Mp(Rn) which is defined as the set of functions f ∈ L1

loc(R
n)

such that

(1.12)

∫

K

|f(x)|dx ≤ C|K|(p−1)/p,

for all subsets K of finite measure, cf. [BBC75]. The minimal C in (1.12) gives a
norm in this space, i.e.,

(1.13) ‖f‖Mp(Rn) = sup

{
meas (K)−(p−1)/p

∫

K

|f | dx : K ⊂ Rn, meas (K) > 0

}
.

Since functions in Lp(Rn) satisfy inequality (1.12) with C = ‖f‖Lp (by Hölder’s
inequality), we conclude that Lp(Rn) ⊂ Mp(Rn) and ‖f‖Mp ≤ ‖f‖Lp . The Marcinkie-
wicz space is a particular case of Lorentz space, precisely Lp,∞(Rn), and is also called
weak Lp space. An equivalent norm is described in Appendix AI.2.

We remark that Lp(Rn) and Mp(Rn) are different spaces. Indeed, the function
given by

(1.14) Up(x) = A |x|−n/p

is the most typical representative of Mp(Rn) and is not in Lp(Rn). Its norm is

(1.15) ‖Up‖Mp = Aκp, κp =
p ω

1/p
n

p− 1
.
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Marcinkiewicz spaces will be of much use for us because of their good combination
with the property of concentration. Indeed, it is easy to see that Up is the most
concentrated element of Mp(Rn) having the same norm. Indeed,

∫

BR

Up(x) dx = ‖Up‖Mp|BR|(p−1)/p

for all balls BR, R > 0, and the equality turns into ≤ when we replace B by a set E of
finite measure in view of the symmetrization inequality. As regards the comparison
of concentrations, the following result holds:

Lemma 1.2 Function Up is more concentrated that any function f ∈ Lp(Rn) having
Lp norm equal or less than ‖Up‖Mp(Rn).

Marcinkiewicz spaces will appear prominently in the extinction analysis, cf. Chap-
ter 2 and in the boundedness results of Chapter 6. Let us introduce an interesting
functional that measures how much the Marcinkiewicz space differs from the Lebesgue
space, and will be used in an essential way in Chapter 6. It is as follows: for an Mp-
function f we define

(1.16) Np(f) = lim
A→∞

‖(|f | − A)+‖Mp

Note that the limit exists since the family (|f | − A)+ is nonincreasing as A → ∞.
Actually, the definition only needs f to be such that (|f | − A)+ ∈ Mp(Rn) for some
A > 0, as happens with functions f ∈ Mp(Rn) + L∞(Rn). Note that the limit is not
zero in the case of example (1.14); actually, the limit is still Np(Up) = Aκp. It is also
clear that Np(f) is zero for f ∈ Lp(Rn). This remark shows that Lp(Rn) is not dense
in Mp(Rn) for 1 < p < ∞.

We discuss in more detail the theory of these spaces in Appendix AI.2. The above
definitions apply when the functional spaces are defined over an open set Ω ⊂ Rn,
but we will not be using such extension in this work.

1.1.5. Comparison of maximal monotone graphs (diffusivities). The filtra-
tion equation (2) contains a nonlinearity ϕ, that is supposed to be a nondecreasing
continuous real function, or more generally a maximal monotone graph. We recall
in Appendix AI.4 this concept for the reader’s convenience. We will be interested in
comparing the concentrations of solutions of two equations with different ϕ. We have
introduced in [Va04b] the following concept.

Definition 2.1. We say that a maximal monotone graph ϕ1 is weaker than another
one ϕ2, and we write ϕ1 ≺ ϕ2, if they have the same domains, D(ϕ1) = D(ϕ2), and
there is a contraction γ : R → R such that

(1.17) ϕ1 = γ ◦ ϕ2 .
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By contraction we mean |γ(a) − γ(b)| ≤ |a − b|. This implies in particular ϕ1 must
have horizontal points (or horizontal intervals) at the same values of the argument as
ϕ2, and maybe some more. We also assume that ϕ1 does not accept vertical intervals
(i.e., it is one-valued). Note that for smooth graphs condition (1.17) just means that

(1.18) ϕ′1(s) ≤ ϕ′2(s), for every s ∈ D(ϕ2),

which is easier to remember or to manipulate. In parabolic problems, ϕ′(u) is inter-
preted as the diffusivity, so that relation (1.18) can be phrased as: ϕ1 is less diffusive
than ϕ2. This explains why it will be important in our evolution analysis.

1.2 Preliminaries on the PME and the FDE

The following sections contain a detailed study of the time decay and smoothing
estimates that can be obtained for the PME/FDE using the machinery introduced so
far and the strategy of the worst case. This is a topic in which the proposed method
proves to be quite effective. The exponent m is allowed to cover the range m ∈ R.
In order to keep the text within some reasonable bounds, we assume that there is no
forcing term, f = 0.

1.2.1 Basic properties of the Porous Medium and Fast Dif-
fusion Flow

Before proceeding with estimates and proofs, let us recall some basic facts that we
will be using about the theory of the PME / FDE, ut = ∆um.

(i) Well-posednedness. Assume that m > 0 and consider the question of solving
ut = ∆um. Since this is a particular case of the Filtration Equation of previous
section, we have already noted that the method of Implicit Discretization in time
allows to construct for every data u0 ∈ L1(Rn) a so-called mild solution u(t) =
Stu0 ∈ C([0,∞) : L1(Rn)). Actually, the maps u0 7→ u(t) = Stu0 form a semigroup
of contractions in the space X = L1(Rn). Moreover, for the equation with m > 0
the concepts of mild, weak and strong solution are shown to be equivalent, and
such a solution is unique and depends continuously on the data, cf. [BC81, BCP,
V92b]. We have already pointed out that the equation must be written as ut =
∆(|u|m−1u) if negative values are also involved. As already mentioned, we will restrict
our attention to nonnegative solutions and data. Estimates for signed solutions will
follow immediately by using the Maximum Principle.

We will be working with solutions with initial data in the Lebesgue spaces Lp(Rn),
1 ≤ p ≤ ∞, and the Marcinkiewicz spaces Mp(Rn), 1 < p < ∞. One option open to
us is to formulate our estimates for solutions having initial data in the intersection
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of these spaces with L1(Rn), thus dispensing with the more general existence theory,
which is not needed for our presentation in a strict sense. Actually, our estimates can
be first derived under such restrictions and then used to build a theory in extended
functional spaces. However, since a general existence theory is now well established,
it seems to us convenient to make use of it in formulating our results, since it allows
to show their full scope.

Indeed, the concept of solution can be extended to wider classes of initial data.
Always keeping the restriction to nonnegative data and solutions, if the extension is
performed inside the large space Z = L1

loc(R
n)+, then the optimal class for the PME

is known to be the set of data

(1.19) Xm =

{
u0 ∈ Z :

∫

BR(0)

u0(x) dx = O(Rpm)

}
, pm = n +

2

m− 1
,

where we use Landau’s big oh notation in the limit R → ∞; it must be replaced by
small o if the solution is to exist globally in time. The analogous restriction for the
heat equation is the well-known condition on square exponential growth as R →∞,
while no condition is needed if m ∈ (0, 1), and then Xm = Z.

The above setting includes the nonnegative cones of the Lebesgue spaces Lp(Rn)
and Marcinkiewicz spaces Mp(Rn) that we will be using. Moreover, given such classes
of initial data, weak solutions are unique and depend continuously with respect to
the topology of weak convergence in L1

loc(R
n).

The existence theory can be extended to the wider space Z1 of locally finite
Borel measures and then the initial-value problems are well-posed if the same type
of growth condition is used. The constructed solutions are integrable functions (not
only measures) for all t > 0.

(ii) Compactness. It is also known that families of solutions of the PME or FDE that
are nonnegative and uniformly bounded are uniformly Hölder continuous with certain
Hölder exponent that depends only on m and n (and is not always known). The
precise result says that there exist an exponent µ ∈ (0, 1) and a constant Ch = Ch > 0,
both depending only on m and n, such that any solution of the PME ũ(x, t) defined
in the strip {(x, t) : 1/2 ≤ t ≤ 1} and bounded in it by 1 satisfies

(1.20) |ũ(x, 1)− ũ(x′, 1)| ≤ Ch|x− x′|µ

Compactness in other functional classes depends on the smoothing effects that we
can prove. Actually, a smoothing effect can be viewed as a first step in the way
to regularity and compactness. It must be said that, in a logical sense, all these
regularity results come after we have proved that solutions are bounded, which is the
main concern of the present paper.

(iii) Scaling. The PME and the FDE share with the HE a powerful property
inherited from the power-like form of the nonlinearity. This is the invariance under
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a transformation group of homotheties, usually known the scaling group. Indeed,
whenever u(x, t) is a (weak, classical, mild) solution of the equation, the rescaled
function

(1.21) ũ(x, t) = K u(Lx, T t)

is also a solution if the three real parameters K, L, T are tied by the relation

(1.22) Km−1L2 = T.

We get in this way a two-parameter family of transformed solutions. We can further
restrict the family to a one-parameter family by imposing another condition; a typical
example is the condition of preserving the Lp norm of the data or the solution. In
the case of the data, it reads

∫

Rn

up(x, 0) dx =

∫

Rn

Kp up(Lx, 0) dx,

which implies the condition Kp = Ln. This allows to determine two parameters in
terms of the third, but for some exceptional cases. Remarkably, such cases play a
special role in the theory and will receive special attention.

We will use scaling and special solutions that are scaling-invariant, in combination
with symmetrization and mass comparison, as basic tools in obtaining the estimates of
the next chapters. This is in line with the fact that scaling arguments are well-known
and very successful in the applied literature. For a detailed study of selfsimilarity
and scaling in Mathematics and Mechanics we refer to the classical books by G.
Barenblatt, [Ba87, Ba79]. The ideas are better known in Theoretical Physics as
Renormalization Group.

(iv) Contraction in L1 and Decay of Lp norms. If the data belong to an Lp

space then the solution belongs to the same space for all t > 0 and we have

(1.23) ‖u(t)‖p ≤ ‖u0‖p.

This is valid for all p ∈ [1,∞] and even for Orlicz norms.

On the other hand, we have a stronger contraction property. Given two solutions
u1 and u2 in C([0, T ]; L1(Rn)) and times 0 ≤ t1 ≤ t2 ≤ T , we have

(1.24) ‖u1(t2)− u2(t2)‖1 ≤ ‖u1(t1)− u2(t1)‖1.

We point out that the formula applies whenever the right-hand side is finite and
u01, u02 belong to the existence class, even if they do not belong to L1(Rn). Note also
that this contraction property has not been established for any p > 1 if m 6= 1 1.

1In this text, the word contraction is meant as non-strict contraction, i.e., using the sign ≤ in
formula (1.24).
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(v) Universal estimates. The scaling property of the equation is responsible for
the existence and simple form of some a priori universal estimates, by which we mean
that they are valid for all nonnegative solutions of the equation (at least solutions
defined by standard weak theories and their limits). The first of them is due to
Aronson and Bénilan [AB79] and reads

(1.25) ∆um−1 ≥ −C1

t

for all m > 1. The sharp constant is known, C1 = n(m − 1)/m(n(m − 1) + 2). The
estimate extends to m = 1 in the form ∆ log u ≥ −n/2t; it also holds in the FD range
1 > m > (n− 2)/n, but the inequality sign is reversed.

The second universal estimate is due to Bénilan and Crandall [BC81b] and applies
to all nonnegative weak solutions and their limits even if m < 1. It reads

(1.26) (m− 1)ut + u ≥ 0.

These are famous pointwise inequalities on which much of the theory is based, but
we will not have such a strong use for them.

Fast and slow diffusion. Let us make a warning about terminology. The equation
for m < 1 is called the fast diffusion equation, while the equation for m > 1 is often
referred to as slow diffusion. Since the diffusivity coefficient is D(u) = um−1, this is
well found when 0 < u < 1 (or for 0 < |u| < 1 in the signed equation). However,
for larger values of u the situation is rather the converse, m > 1 is actually fast
diffusion and m < 1 is slow diffusion. This confusing situation is a typical problem
created by power functions. It will be advisable for the reader to bear it in mind
when interpreting some of the results, like comparison of decay rates.

1.2.2 Range m ≤ 0. Super-fast diffusion. Modified equation

So far, we have assumed m > 0, and this condition will be kept in the next chapters
on this Part. However, it will be convenient to say some words about the case m ≤ 0
which plays an important role in this text. Since the diffusivity is given by D(u) =
um−1, the range m ≤ 0 is sometimes called super-fast diffusion, a term that is justified
when applied to small densities u ∼ 0. It is also called very singular diffusion.

There is a theory of existence and uniqueness for the FDE in that range of expo-
nents on the condition that we write the equation in the slightly modified form

(1.27) ut = div (um−1∇u) + f,

in order to keep the parabolicity. The reader will easily check that the original
equation is backwards parabolic for m < 0, thus ill-posed in principle; note also
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that for m > 0 the modified equation (1.27) obtains after a simple time scaling from
equation uτ = ∆um, the relation between times being τ = t/m. We will use the
modified version of the equation in the sequel. The change is inessential when m > 0
as for the qualitative results, but it does affect the value of the best constants in
the smoothing estimates by a factor m that goes with the time variable; they take
anyway a simpler form in the modified version that we will follow in the sequel. The
change is essential for m ≤ 0. For m = 0 the original equation does not amount to
any evolution, while the modified one represents the Ricci flow for conformal surfaces,
a quite popular subject in Differential Geometry nowadays.

Though keeping many of the standard properties common to the range m > 0,
the theory has a number of peculiar features in the range m < 0. A very striking
aspect is formed by the non-existence results, like the one established in [Va92], 1992,
which for n ≥ 3 says:

If m ≤ 0 there is no solution of the FDE with integrable initial data u0 ∈ L1(Rn).

Similar results hold in dimensions n = 1 and 2. Precisely, our a priori estimates are
expected to shed light on these phenomena. Anyway, these issues will have to wait
until Part II.

1.3 Main comparison results

We have discussed in [Va04b] the generation of solutions of evolution equations of the
type of the Filtration Equation by means of Implicit Discretization in Time, making
use of the convergence theorems of Nonlinear Semigroup Theory. Here we recall the
main facts and the comparison result we will use. We consider the equation,

(1.28) ut = ∆ϕ(u) + f,

where ϕ is a m. m. g. with 0 ∈ ϕ(0). Generally speaking, ϕ is an increasing function
or a maximal monotone graph, so that the equation can be degenerate parabolic (if
ϕ′(u) = 0 somewhere) or singular parabolic (if ϕ′(u) = ∞ somewhere).

A theory of existence and uniqueness of solutions of the Cauchy problem for (1.28)
with initial data

(1.29) u(x, 0) = u0(x) ∈ L1(Rn)

and right-hand side

(1.30) f ∈ L1(QT ), QT = (0, T )×Rn,

was developed in the early 1970’s in the framework of nonlinear semigroups, in the
works of Bénilan, Crandall and others, [Be72, BCP, CL71, Ev78], and in fact it was
one of the motivations in the development of that theory.
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Via the Crandall-Liggett exponential formula and the theory of symmetrization for
semilinear parabolic equations as developed in [Va82, Va04b] we derive the following
comparison results.

Theorem 1.3 Let u be the mild solution of problem (1.28)-(1.29) with data u0,
nonlinearity ϕ and second member f under the above assumptions. Let v the solution
of a similar problem with radially symmetric data v0(r) ≥ 0, nonlinearity ψ and
second member g(r, t) ≥ 0. Assume moreover that

(i) u∗0 ≺ v0,
(ii) ψ ≺ ϕ and ϕ(0) = ψ(0) = 0,
(iii) f ∗(·, t) ≺ g(·, t) for every t ≥ 0.

Then, for every t ≥ 0

(1.31) u∗(·, t) ≺ v(·, t).

In particular, for every p ∈ [1,∞] we have comparison of Lp norms,

(1.32) ‖u(·, t)‖p ≤ ‖v(·, t)‖p .

The mild solution is the unique solution obtained by the Crandall-Liggett Implicit
Discretization Scheme, as explained in detail in paper [Va04b]. Note that the norms
of (1.32) can also be infinite for some or all values of p. Note also the order reversal in
condition (ii). The result was first proved in [Va82] for the same nonlinearity, ϕ = ψ.

There is a second related result proved in [Va04b], that explains that solutions are
less concentrated than the data and spread out in time (if there is no forcing term).
We see this result as a form of a general principle, that we describe as the law of
decreasing concentration of solutions of nonlinear diffusion.

Theorem 1.4 Let f = 0 and Let 0 ≤ u0 be a radially symmetric function in L1(Rn).
If u(x, t) is the mild-solution of problem (1.28)-(1.29), then

(1.33) u(., t) ≺ u(., s) ≺ u0 for t ≥ s ≥ 0.

This is part of a more general principle valid for nonlinear diffusion equations, the law
of decreasing concentration of solutions in time, that is discussed in detail in [Va04b,
Proposition 9.2].

Similar results are true for Dirichlet problems posed in bounded domains, but we
will not go into that issue in this paper.

There are many possible applications of the comparison techniques. We summa-
rize the process by saying that we want to obtain estimates valid for large classes
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of solutions and equations by performing some simple calculations in representative
cases. A first step consists in replacing estimates for n-dimensional solutions by esti-
mates for easier one-dimensional problems by reducing ourselves to radially symmetric
situations. This is the crux of the symmetrization technique. We further simplify the
problem by showing how to compare radial solutions with different initial data u0,
second member f and constitutive nonlinearity ϕ. In the problems that follow we
can find a worst case in suitable classes of solutions, and then the estimate consists
of just reading the information from that worst-case solution.

1.4 Comments and historical notes

Section 1.1. Most of the definitions are standard. The concept of mass concentration
was introduced into the study of a priori estimates for parabolic PDEs in [Va82].
We refer to [Va04b] for a full study of the elliptic results on symmetrization and
concentration.

Section 1.2. The porous medium equation and the fast diffusion equation arise in
many applications in Physics, Chemistry, Biology and Engineering. The common idea
is that in many diffusion processes the diffusion coefficient depends on the unknown
quantities (concentration, density, temperature, etc.) of the diffusion model. The
PME owes its name to the modeling of the flow of gases in porous media, [Le29, Mu37].
Its use in high-temperature Physics is documented in [ZR66]. Earlier on, Boussinesq
proposed it in a problem of groundwater infiltration [Bo03], 1903. General references
for PME are [Ar86], [Pe81] and [V92b]. A short updated summary of preliminary
results for the PME is contained in the book [GV03].

Applications of the FDE have been proposed in different areas. The equation
appears also in Plasma Physics, the Okuda-Dawson law corresponds to m = 1/2,
[OD73]. King [Ki88] studies the case 0 < m < 1 in a model of diffusion of impurities
in silicon. The equation in dimensions n ≥ 3 with exponent m = (n− 2)/(n + 2) has
an important application in Geometry (the Yamabe flow) that we study in Section
7.5. References for applications of the equation with exponents m ≤ 0 will be given
in the final sections of Chapters 8 and 9.

Central to the understanding of these equations is the corresponding Cauchy Prob-
lem, on which we focus our attention in this text. However, results on boundary-value
problems with different types of boundary conditions (Dirichlet, Neumann, mixed,
nonlinear,... homogeneous or not) are abundant now in the literature and reflect
aspects of interest in the theory and the applications.

Information about more general nonlinear parabolic equations can be found in
Kalashnikov’s survey paper [Ka87].

Section 1.3. The theory of nonlinear semigroups was developed by many authors
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in the 1960’s and 1970’s. The works of Bénilan, Brezis, Crandall and Evans are
important for our context. Unfortunately, the book [BCP], that contains a wealth of
results on the subject, has not been published.

The comparison results we present here originate from [Va82] and are established
in [Va04b].
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Chapter 2

Smoothing effect and time decay.
Data in L1(Rn) or M(Rn)

We are ready to proceed with the systematic derivation of the smoothing estimates.
We focus our attention on the study of the Porous Medium Equation (PME) without
forcing term, that we always write in the modified form

(2.1) ut = div (um−1∇u).

This chapter covers the original exponent range, m > 1. The same method also
covers the heat equation m = 1, where we obtain well-known results by a technique
which is quite different that the usual representation analysis. We even cover the Fast
Diffusion Equation, m < 1, but only in the range m > mc, where mc = (n−2)/n is an
important critical number whose role will be revealed in due time by our calculations.
The exponent restriction is an essential limitation (i.e., it is not only technical) that
will be overcome in Part II by new methods giving rise to a different kind of results,
a totally different functional world.

2.1 The model. Source-type solutions

A main point of our analysis is that comparison with the corresponding worst case
allows us to derive the quantitative expression of these phenomena with exact expo-
nents (rates), and also to obtain the best constants in the inequalities (in other words,
we solve optimal problems).

In the case of the Porous Medium Equation, there is a worst case with respect to
the symmetrization-and-concentration comparison theorem of Section 1.3 in the class
of solutions with the same initial mass ‖u0‖1 = M . It is just the solution U with
initial data a Dirac mass. This solution exists for m > 1 and is explicitly given by

23
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(2.2) U(x, t; M) = t−αF (x/tα/n), F (ξ) = (C − k ξ2)
1

m−1

+

where

(2.3) α =
n

n(m− 1) + 2
, k =

(m− 1)α

2n
.

It is called source solution because it has a Dirac delta as initial trace,

(2.4) lim
t→0

u(x, t) = M δ0(x).

The remaining parameter C > 0 in formula (2.2) is in principle arbitrary; it can be
uniquely determined by the mass condition

∫
Udx = M , which gives the following

relation between the ‘mass’ M and C:

(2.5) M = dCγ, d = n ωn

∫ ∞

0

(1− k y2)
1/(m−1)
+ yn−1 dy, γ =

n

2(m− 1)α

(d and γ are functions of only m and n; the exact calculation of d will be performed
later). This well-known solution is usually called the source solution, ZKB solution,
or Barenblatt solution, since G. Barenblatt performed a complete study of these
solutions in 1952.

Using the mass as parameter we denote it by U(x, t; M) or Um(x, t; M). We
can pass to the limit m → 1 (with a fixed choice of the mass M) and obtain the
fundamental solution of the heat equation,

(2.6) E(x, t) = M (4πt)−n/2 exp (−x2/4t)

Therefore, E(x, t; M) = U1(x, t; M). Note the difference: Um has compact support
in the space variable for all m > 1, while E is positive everywhere with exponential
tails at infinity.

It was later realized that the source solution also exists with many similar proper-
ties as long as α > 0, i.e., it can be extended to the Fast Diffusion Equation, m < 1,
but only in the range mc < m < 1, with

mc = 0 for n = 1, 2, mc = (n− 2)/n for n ≥ 3.

Formula (2.2) is basically the same, but now m − 1 and k are negative numbers, so
that Um is everywhere positive with power-like tails at infinite. More precisely,

(2.7) Um(x, t; M) = t−αF (x/tα/n), F (ξ) = (C + k1 ξ2)
− 1

1−m

+ .

with same value of α and k1 = −k = (1 −m)α/2n. It is maybe useful to write the
complete expression as

(2.8) Um(x, t; M)1−m =
t

C t2α/n + k1 x2
, C = a(m,n)M−2(1−m)α/n.
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The Barenblatt solutions m > 1 FDE source solution for m < 1
with Free boundaries with fat tails (polynomial decay)

These profiles are the nonlinear alternative to the Gaussian profiles.

The main difference in the ZKB profiles in the different ranges is probably the
shape at infinity, which reflects the propagation form. While for m > 1 the ZKB
solutions are compactly supported, for m = 1 the Gaussian kernel has quadratic
exponential decay, and for the fast diffusion range mc < m < 1 we have profiles
with an algebraic decay, u(x, t) ≈ C(t)|x|−2/(1−m), which are called in the statistical
literature fat tails, and also overpopulated tails.

2.2 Smoothing effect and decay with L1 functions

or measures as data. Best constants

Using the existence and properties of the source solutions and the comparison theo-
rems we get the following result.

Theorem 2.1 Let u be the solution of equation (2.1) in the range m > mc with
initial datum u0 ∈ L1(Rn). Then, for every t > 0 we have u(t) ∈ L∞(Rn) and
moreover there is a constant c(m,n) > 0 such that

(2.9) |u(x, t)| ≤ c(m,n) ‖u0‖σ
1 t−α,

with α given in (2.3) and σ = 2α/n. The best constant is attained by the ZKB
solution and is given by formulas (2.10), (2.11), (2.13) below.

The same result holds when u0 belongs to the space M(Rn) of bounded and
nonnegative Radon measures if ‖u0‖1 is replaced by ‖u0‖M(Rn).

Proof. (i) It is clear that the worst case with respect to the symmetrization-and-
concentration comparison in the class of solutions with the same initial mass M is



26 Smoothing and decay

just the ZKB solution U with initial data a Dirac mass, u0(x) = Mδ(x). We are
thus reduced to perform the computation of the best constant for the ZKB solution.
We have

‖U(t)‖∞ = C1/(m−1)t−α = d−2α/nM2α/nt−α

Computing d is an exercise involving Euler’s Beta and Gamma functions, see Ap-
pendix AI.1 for the basic formulas. For m > 1 we obtain

d = k−n/2nωn

∫ 1

0

(1− s2)1/(m−1)sn−1ds =
1

2
k−n/2nωnB

(
n

2
,

m

m− 1

)
,

and for m < 1

d = k−n/2nωn

∫ ∞

0

(1 + s2)−1/(1−m)sn−1ds =
1

2
k−n/2nωnB

(
n

2
,

1

m− 1
− n

2

)
.

We thus conclude that inequality (2.9)-(2.3) holds with the precise constant

(2.10) c(m, n) =

(
α(m− 1)

2nπ

{
Γ(m/(m− 1) + n/2)

Γ(m/(m− 1))

}2/n
)α

.

for m > 1, and

(2.11) c(m,n) =

(
α(1−m)

2nπ

{
Γ(1/(1−m))

Γ(1/(1−m)− n/2))

}2/n
)α

.

for mc < m < 1. There are some interesting cases worth commenting. First, the
expression is quite simple for n = 2, since α = 1/m and an immediate calculation
gives

(2.12) c(m, 2) = (4π)−1/m.

On the other hand, taking the limit in both expressions (for m > 1 and m < 1) as
m → 1 we get the best constant for the L1-L∞ effect for the heat equation

(2.13) c(1, n) = (4π)−n/2.

Finally, limm→∞ c(m, n) = 1 for all n, while there is an alternative in the limits in the
lower end: limm→mc c(m,n) = ∞ for n ≥ 3, while the same limit is 0 for n = 2. For
n = 1 see Subsection 2.2.2 below.

(ii) Actually, there is a difficulty in taking U as a worst case in the comparison,
namely that U(x, 0; M) is not a function but a Dirac mass. We can solve this technical
problem by extending the theory to bounded measures as initial data, which seems
the most natural way, and indeed such a theory has been developed and offers no
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problem in the present context, cf. [Pi82]. However, we prefer to stay at a more
elementary level and overcome the difficulty by approximation.

We take first a solution with bounded initial data, u0 ∈ L1(Rn) ∩ L∞(Rn). We
then replace U(x, t; M) by a slightly delayed function U(x, t + τ ; M), which is a
solution with initial data U(x, τ ; M), bounded but converging to Mδ(x) as τ → 0. It
is then clear that for a small τ > 0 such solution is more concentrated than u0. From
the comparison theorem we get

(2.14) |u(x, t)| ≤ ‖U(·, t + τ ; M)‖∞ = c(m,n)Mσ(t + τ)−α,

which of course implies (2.9). The result for general L1 data or measures follows by
approximation and density once it is proved for bounded L1 functions.

2.2.1 Best constants and optimal problems

The calculation of best constants is a classical topic in the Calculus of Variations.
Typical examples are the best constant C in the Poincaré inequality:

‖u− uΩ‖L2 ≤ C‖∇u‖2

among all functions u ∈ H1(Ω), Ω a bounded set in Rn, where uΩ is the average of u
over Ω; and the best constant in the Sobolev embeddings

‖u‖Lq(Rn) ≤ C‖u‖W 1,p(Rn)

among all functions u ∈ W 1,p(Rn) with 1 ≤ p < n, where q = pn/(n− p), cf. [Ta76].

We can view our result in the same light; we state the optimal problem we have
solved as: To find the best bound

inf{‖u(·, t)‖∞ : u ∈ S1}
when u runs in the class S1 of nonnegative solutions of the PME with initial data
u0 ∈ L1(Rn) satisfying u0 ≥ 0 and

∫
u0(x) dx = 1; t > 0 is fixed.

The solution of this problem is just c(m,n)t−α for any t > 0 and the optimum is
attained by the ZKB solutions.

At the same time, we have solved the apparently more general problem: To find
the best bound for the quotient

Q(u) =
‖u(·, t)‖∞
‖u0‖σ

1

when u runs in the class S of nonnegative solutions of the PME with initial data
u0 ∈ L1

+(Rn); t > 0 is fixed.

The solution is the same if σ = 2α/n. We note that the bound is zero if σ > 0 is
not properly chosen.
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2.2.2 Singular case in one dimension

The critical exponent of the fast diffusion equation in dimension n = 1 is formally
mc = (n − 1)/n = −1, and not zero (the lower limit of the m-range that we have
assumed in principle). The extra range −1 < m ≤ 0 has singular diffusivity and
exhibits peculiar properties that will be reviewed in Chapter 8; thus, it does not
have uniqueness of classical solutions for the Cauchy problem. This is a very striking
property, since we are dealing with positive, finite-mass solutions of a simple diffusion
process. The range has been studied in [ERV88], where existence and properties of
the class of maximal solutions are discussed. A maximal solution is characterized
by the property of conservation of mass in time. Paper [RV90] characterizes the
non-maximal solutions by means of what we have called “Neumann data at infinity”.

Now, for n = 1 we can check that the ZKB solutions exist for all m > −1 for
the modified equation (2.1). i.e., we can extend the range to −1 < m ≤ 0. These
solutions read

(2.15) (Um(x, t))1−m =
t

am (t/M1−m)2/(1+m) + k|x|2 , k =
1−m

2(1 + m)
.

They are maximal solutions, hence, they may be used as upper bounds in the com-
parison theorems of the symmetrization-concentration method. The smoothing effect
L1-L∞ is proved for all solutions of this equation with the same proofs, and same
formulas. Thus, Theorem 2.1 is true with α = 1/(m + 1) and σ = 2/(m + 1), and
formula (2.11) becomes

(2.16) c(m, 1) =

(
(1−m)

2π(m + 1)

{
Γ(1/(1−m))

Γ(1/(1−m)− 1/2))

}2
)1/(m+1)

.

Note that for the special logarithmic case, m = 0, ut = (log u)xx, which has an
independent interest in the literature, we have the source solutions

(2.17) U(x, t) =
2t

At2 + x2

with A > 0 (recall that n = 1). Here is the optimal decay estimate:

(2.18) 0 ≤ u(x, t) ≤ M2

2π2t
, M =

∫
u0(x) dx.

Note also that limm→−1 c(m, 1) = 0.

2.3 Smoothing exponents and scaling properties

The reader will have observed that the estimates, and the intermediate calculations
leading to them, contain a number of exponents that may seem abstruse at first glance.
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Since, on the other hand, they may have a certain importance in the applications,
we would like to be able to predict them in an easy way. This is indeed possible
once we realize that they are closely related to the scaling properties of the equation
introduced in Section 1.2, cf. formulas (1.21) and (1.22).

Let us show how this property is applied to reduce the proof of existence of the
L1-L∞ smoothing effect of Theorem 2.1. Indeed, we will prove the following

Proposition 2.2 The smoothing effect (2.9) follows from the case M = 1, t = 1, i.e.,
if we are able to prove that for all functions u0 ∈ L1(Rn) with u0 ≥ 0 and

∫
u0 dx ≤ 1,

the following estimate holds:

(2.19) u(x, 1) ≤ c.

Proof. We have already seen that PME is invariant under a two-parameter scaling
group, so that whenever u(x, t) is a solution of the equation, also ũ(x, t) = K u(Lx, T t)
is a solution, if the K,L and T satisfy

(2.20) Km−1L2 = T.

Next, given any solution u(x, t) with data u0 ∈ L1(Rn), u0 ≥ 0 and
∫

u0 dx = M , we
can choose K, L, T so that ũ fulfills on top of the above properties the requirement
of having L1-mass 1:

∫
ũ0(x) dx = K

∫
u0(Lx, 0) dx = KL−nM.

We have two conditions, Km−1L2 = T and KM = Ln, hence

L = M (m−1)δT δ, K = M−2δT nδ

with δ = 1/(n(m − 1) + 2) and free parameter T . But now, taking t = 1 and fixing
the free parameter T > 0 at will we have

‖u(T )‖∞ =
1

K
‖ũ(1)‖∞ =

c

K
≤ cM2δT−nδ.

We only have to change the letter T into t to obtain the desired result with constant
C, cf. formula (2.9).

A similar calculation can be done if we know the bound at any other time t0 > 0.

Summing up, the difficulty in the derivation of the decay formula (2.9) does not
lie in the exponents attached to mass M = ‖u0‖1 and time t, because these are
determined by the scaling properties of the equation, and can be calculated by some
simple algebra once we have established that the map u0 7→ u(t) admits a bound for
a certain time t0 and a certain mass M = ‖u0‖1. The real novelty of our result lies
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therefore in the existence of a finite constant and the calculation of its precise value,
which we see as an optimization problem. Really minimum effort was needed in doing
this part once it was discovered that it is attained by a special solution.

The application of this principle to the rest of smoothing formulas to follow is
similar and will often be left to the reader. The general conclusion is that we need
only obtain the desired bound for data of norm 1 at time t = 1.

We will be strongly using similarity arguments in subsequent chapters, e.g., in
Chapter 3 and Section 5.4. A final caveat: the selfsimilar solutions we will use in the
range m < mc do not have exponents that can be calculated by simple algebra. This
is a very important subject that will be studied in Chapter 7.

2.4 Strong and weak smoothing effects

In the example of smoothing effect seen so far, we have obtained an estimate of the
solution at time t in a ‘better space’ Y (in this case L∞(Rn)) in terms of only the
norm of the data u0 in the original space X (say, L1(Rn)), and the estimate may also
depend on t, on some characteristic of the spaces, and on the structural parameters
of the equation, let us call them collectively m̃; but the estimate does not depend on
more information about the data or solution. In other words,

‖u(t)‖Y ≤ F (‖u0‖X , t; X, Y, m̃).

Moreover, function F is also nondecreasing on the variable ‖u0‖X . We call such an
estimate a Strong Smoothing Effect from X into Y . As a consequence of the strong
smoothing effect, bounded families of data in X produce bounded families of solutions
in Y for every fixed t > 0.

For equations with a strong scaling structure, like the PME, the existence of a
strong smoothing effect can be reduced to check it only at time t = 1 and for data
u0 of norm equal or less than 1, as we have just shown. This powerful use of the
techniques of scaling reduces the calculation of the effect to almost minimum effort.

We will find in the sequel cases where only part of the conclusion is true: for all
data in X the solution is in Y for all t > 0 (or at least for a time interval), but the
dependence function F also includes some other information about the data. This
will be called a weak smoothing effect from X into Y .

Our main interest lies in finding strong smoothing effects whenever possible. How-
ever, examples of weak effects abound. We will discuss some of them: the actual decay
of Lp solutions with p > 1 for all m > 0, treated in Section 3.5; the exponential decay
in the critical case (m, p) = (mc, 1) with L1 ∩ L∞ data mentioned in Section 5.6; the
boundedness of solutions with data in the critical Lp space for m ≥ 3 of Chapter 6;
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and finally, the weak L1-L∞ effect for the logarithmic diffusion equation discussed in
Subsection 8.2.2.

2.5 Comparison for different diffusivities

The estimates of this section can be immediately extended to the filtration equation

(2.21) ut = ∆ϕ(u)

under the condition that ϕ(u) be more diffusive than ψ(u) = um/m for some m,
see Definition 2.1. Using the comparison result, Theorem 1.3, we conclude that
all estimates computed so far are valid with constants equal or less than the ones
obtained. Of course, we lose the optimality statement.

We recall that a simple sufficient condition for comparison of diffusivities, consists
in asking that

(2.22) ϕ′(s) ≥ ψ′(s) = sm−1, ∀s,
and then ϕ is more diffusive than ψ.

In fact, there is a variation of the topic that is useful in the applications. We find
nonlinearities satisfying

(2.23) ϕ′(s) ≥ C sm−1

for given constants m > 0 and C > 0. In that case we have to modify the filtration
equation in order to apply the above comparison. This is done by changing the time
scale to absorb the constant. The time transformation is τ = k t, with k = C, so that

uτ = ∆ϕ̃(u), ϕ̃(s) =
1

C
ϕ(s),

and ϕ̃ satisfies (2.22). Then the estimates for ut = ∆um will be true for the filtration
equation (2.21) if t is replaced by Ct. Indeed, the solution of equation (2.21) under
conditions (2.23) is less concentrated at time t than the solution of the PME at time
τ = C t.

Exponents, diffusivities and rates. Let us make a comment about the relation
between slow/fast diffusion and the decay rates. Recall the warning about the prob-
lem with the names slow/fast at the end of Subsection 1.2.1. That remark has a
confirmation in the variation with m of the exponent rates of the L1-L∞ effect. The
rate of decay of the Barenblatt solutions is U = O(t−α), where

α =
n

n(m− 1) + 2
=

1

m−mc
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is a monotone decreasing function of m. For more general L1-data, the rate is exact
only for large times. Note that in the heat equation case these values are resp. n/2
and 1/2 (corresponding to standard Brownian motion). When m varies from mc to
∞, the exponent varies from ∞ to 0.

Here is an explanation of the relationship: the solution decays faster for smaller
m when t is a very large so that u is already small. However, near t = 0, when L1

solutions may be large, the bound on the decay is faster when m → ∞. A similar
comment applies to the spread rate β = α/n.

These considerations also apply to the results of the sections to follow.

2.6 A general smoothing result

At this point, it is necessary to mention the important smoothing result of Bénilan
and Berger [BB85], 1985, for the Cauchy problem for the Filtration Equation (2).
Assuming that the integral

(2.24) Φ(k) =

∫ ∞

k

ds

ϕ(s)N/(N−2)
, s > 0,

converges, they prove that there exists a function F such that

(2.25) ‖ϕ(u(t))‖L∞(Rn) ≤ (1 + λ) F

(
CN‖u0‖2/(N−2)

L1(Rn)

(
λt

1 + λ

)N/(N−2)
)

Function F is defined as ϕ ◦ Φ−1, and λ is any positive constant. We will not enter
into the proof of this important result that establishes a strong smoothing effect for
more general filtration equations and gives the correct decay exponents when applied
to the PME, but avoids the discussion of best constants. Note: we have simplified a
bit the statement for convenience.

2.7 Estimating the smoothing effect into Lp

After the strong result of the smoothing result from L1(Rn) (or the space of bounded
measures) into L∞(Rn), we continue with a light section which extends and comments
on the strong results of the previous one in the form of smoothing effects into Lp(Rn)
with 1 ≤ p < ∞, which is an easy extension.

Corollary 2.3 In the above situation, for every u0 ∈ L1(Rn), and every p ∈ (1,∞),
we have u(t) ∈ Lp(Rn) and

(2.26) ‖u(·, t)‖p ≤ c(m,n, 1, p) ‖u0‖σ(1,p)
1 t−α(1,p)
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with

(2.27) α(1, p) =
n(p− 1)

(n(m− 1) + 2)p
, σ(1, p) =

n(m− 1) + 2p

(n(m− 1) + 2)p
.

Initial data can also be measures with the same results.

Proof. (i) Finding that there is a constant and the correct exponents is quite standard,
using the case p = ∞ already proved and the property of conservation of the L1 norm:
‖u(t)‖1 = ‖u(0)‖1 = M , which amounts to say that α(1, 1) = 0 and σ(1, 1) = 1 with
c(m,n, 1, 1) = 1 (which cannot be improved).

We show a simple derivation of the case 1 < p < ∞ for future reference. We
consider in a first step data u0 ∈ L1(Rn) ∩ Lp(Rn). For every t > 0 we have

‖u(t)‖p
p ≤ ‖u(t)‖1‖u(t)‖p−1

∞ .

Using the a priori bounds on ‖u(t)‖1 and ‖u(t)‖∞ we get

‖u(t)‖p
p ≤ c(m,n, 1,∞)p−1 M1+(p−1)σ1t−(p−1)α1

where α1 = σ(m,n, 1,∞), σ1 = σ(m,n, 1,∞), are the decay exponents for p = ∞
given in Theorem 2.1. The result follows with a constant

c = c(m, n, 1,∞)(p−1)/p,

which is not supposed to be optimal.

(ii) In fact, the optimal constant c(m,n, 1, p) is again obtained by performing the
computation on the ZKB solutions, since the concentration relation implies ordering
of the Lp norms, cf. Lemma 1.1.

This smoothing effect extends without changes to the range −1 < m ≤ 0 in
dimension n = 1.

2.8 Asymptotic sharpness of the estimates

The smoothing estimate (2.9), its companion (2.16), and (2.26), are sharp in the
sense that the exponents of the formula are exact and even determined a priori, and
the constant is best for the class of functions under consideration, i.e., nonnegative
integrable functions with mass equal or less than M . But the formula is sharp in a
deeper sense: it is sharp for every individual solution with finite mass as time goes
to infinity. Indeed, given a function u0 ≥ 0 in L1(Rn) with mass M > 0 the constant
c(m,n, 1,∞) in estimate (2.9) cannot be improved for this particular trajectory u(t).
The same result applies to the smoothing effect into Lp(Rn).
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Proposition 2.4 Let m > mc and let u be a solution with data u0 ∈ L1(Rn), with
u0 ≥ 0 and

∫
u0(x) dx = M . Then, for every p ∈ [1,∞] we have

(2.28) lim
t→∞

‖u(t)‖p M−σ(1,p)tα(1,p) = c(m, n, 1, p).

Proof. We first notice that formula (2.28) is exact for the ZKB solutions at all times,
not only as a limit. When u is a general solution the result is an easy consequence of
the previous fact and the result on asymptotic convergence of any solution towards
the ZKB solution with the same mass U(t), which is proved in [Va03, Theorem 1.1].
We give the full statement of the result on the asymptotic behaviour of the solutions
of the PME with L1 data for the reader’s convenience.

Theorem 2.5 Let u(x, t) be the unique weak solution of problem (CP) with initial
data u0 ∈ L1(Rn), u0 ≥ 0. Let UM be the Barenblatt solution with the same mass as
u0. Then as t →∞ we have

(2.29) lim
t→∞

‖u(t)− UM(t)‖1 = 0.

Convergence holds also in L∞-norm in the proper scale:

(2.30) lim
t→∞

tα‖u(t)− UM(t)‖∞ = 0

with α = n/(n(m− 1) + 2). Moreover, for every p ∈ (1,∞) we have

(2.31) lim
t→∞

tα(p)‖u(t)− UM(t)‖Lp(Rn) = 0,

with α(p) = α(p− 1)/p.

The result is actually proved for m > 1. It is extended to the range mc < m < 1
in Theorem 21.1. of [Va03]. The conclusion is that given a particular solution, even if
we take into account more information on the data u0 ∈ L1(Rn), there is no possible
smoothing effect of the weak type that provides more accurate information and is
also valid for large times.

The situation will be different for other smoothing effects to appear soon.

2.9 The limit m →∞. Mesa problem

We have already commented on the limit of the estimates of Section 2.2 in the lower
end when m → mc. There is another limit situation, namely letting m →∞. In that
case we see that

α → 0, σ → 0.
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With a bit more of effort we can check in formula (2.10) that

lim
m→∞

c(m,n) = 1.

The following question can be posed: is there a meaning to these formulas? Actually,
there is, it has been carefully investigated, and introduces some interesting ideas.
Here is a brief account of the issue.

Suppose that we take fixed initial data u0 ∈ L1(Rn), u0 ≥ 0 and we solve the PME
for arbitrary m > 1. We find a family of solutions um(x, t) ∈ C([0,∞) : L1(Rn)).
Our estimates hold, so the family is uniformly bounded for all t ≥ τ > 0. We may
thus pass to the limit (at least in a weak sense) and find a function

(2.32) u∞(x, t) = lim
m→∞

um(x, t)

where the limit is taken at least along subsequences mk →∞. Our a priori estimates
hold for um, hence we conclude in the limit that

(2.33) 0 ≤ u∞(x, t) ≤ 1

for all x ∈ Rn if t > 0. We find that for general initial data there must be a
discontinuity between the value at t = 0 and the values for t > 0, and we cannot
have the naively expected regularity u∞ ∈ C([0,∞) : L1(Rn)). The explanation of
the universal bound u∞(x, t) ≤ 1 is quite clear in physical terms. The diffusivity of
the elliptic operator is D(u) = um−1. This means in the range m ≈ ∞ very high
diffusivity at all points where u > 1, hence all the mass located there tends to be
quickly diffused away into regions of lesser concentration u; in the limit, no such
region persists and u becomes less than 1. On the other hand, regions where u0 < 1
tend not to be affected by the diffusive process since D(u) → 0 as m →∞. However,
we have to take into account the effect of the collapse on the lower concentrations of
the mass initially associated with high concentrations.

Actually, it can be proved that um converges uniformly for t ≥ τ > 0 and all
x ∈ Rn, cf. [BBH] to a unique limit u∞(x, t). The discontinuity at t = 0+ is called
an initial discontinuity layer. Moreover, the final profile is independent of time

(2.34) u∞(x, t) = F (x).

This profile is called in the technical literature a mesa, because of its resemblance
with such features of the landscape of the Far West.

Calculating the stationary profile F in terms of u0 implies solving a variational
inequality. This limit plays for m = ∞ a role equivalent to the ZKB solutions for
m < 1. There are two striking differences: (i) the family of possible asymptotical
models F (u0) is not a countable family, (ii) stabilization takes places in zero time!
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Regarding the latter aspect, an important question is estimating the width of the
initial layer. This is done by estimating the time τ a typical solution with data in
L1(Rn) takes to be become bounded, say

u(x, t) ≤ K for x ∈ Rn, t ≥ τ.

Of course τ = τ(m, n,K). We refer to Exercise 2.1 for some explicit calculations.
The question has been investigated in [FH].

2.10 Comments and historical notes

Section 2.1. The source solution for the PME was introduced by Barenblatt [Ba52]
and Zeldovich-Kompanyeets [ZK50] in the period 1950-52. It was independently in-
troduced in the West by Pattle in [Pa59] in 1958. Its role in describing the asymptotic
behaviour was studied by Kamin [Km73] and then by Friedman and Kamin [FK80];
the complete proof of uniform convergence and a review study of that issue is done
in [Va03].

The algebraic decay rate of the ZKB in the fast diffusion range gets slower and
slower as m goes down, and stops being integrable at m = mc, precisely the value for
which the ZKB ceases to exist. We will investigate the replacement for these solutions
when m < mc in Chapter 7 and ff.

The topic of the Lagrangian approach to diffusion is discussed in Appendix AII.
This allows to talk of mass distribution versus velocity distribution. A very curious
property of the ZKB solutions is proved; if we assume that the mass distribution
obeys a ZKB profile, also the velocity distribution is a ZKB profile.

Section 2.2. This text will use repeatedly the strategy of comparing with a worst
case that happens to be a selfsimilar solution. This is no coincidence, since it is com-
monplace in Mathematical Physics that selfsimilar solutions provide the asymptotic
representation of a wide range of important phenomena when the underlying equa-
tions have some sort of scaling properties, either exact or approximate. This fact has
been confirmed both in theory and by the numerical experience. See [Ba79] for an
account of the subject.

The semigroup approach was used in the 1970’s by Bénilan [Be76] and Véron
[Ve79] to derive smoothing effects and decay rates. Our contribution with respect to
them in this section lies in obtaining the best constants, and also in the simplicity of
the worst-case strategy proposed in [Va82]. In taking this approach we were inspired
by Talenti’s work on Sobolev inequalities, [Ta76].

Section 2.3. The use of scaling properties is usually referred to in the Physics
literature as Dimensional Analysis, cf. e.g. [Ba87].
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Section 2.4. The distinction between strong smoothing effects and weak smoothing
effects plays an important role in the sequel.

Section 2.6. The existence of a smoothing effect from L1(Rn) into L∞(Rn) for
the Filtration Equation has been characterized by Bénilan and Berger [BB85] as
equivalent to the convergence of integral (2.24).

Section 2.9. The first mathematical reference to the mesa problem for the PME
seems to be [E4-86]. We refer to [CF87], [Sk89] and [FH] for important progress on
the issue of convergence and the identification of the limit.

The results we present here are not the only way in which we pass to the limit
as m → ∞. Actually, it makes much sense to perform the limit when the initial
pressure um−1

0 /(m − 1) is kept fixed. This is a limit in another scale and it leads to
quite different and interesting results when boundary data are prescribed in a domain
which is a subset of Rn, see [AGV98, GQ03].

We will study in some detail another case of initial layer formation, namely the
case when m → −1 (the lower end limit) in dimension n = 1, cf. Section 9.4.1. In
that case, the solution collapses to zero across the initial layer.

Exercises

Exercise 2.1. (i) Calculate the limit of the ZKB solutions as m → ∞. Show that

it is a mesa of constant height 1 with radius R = d ‖u0‖1/n
1 . Calculate d by using

conservation of mass.

(ii) Use formula (2.12) to prove that for n = 2 the width of the initial layer can be
estimated as

τ(m, 2, C) =
1

4π
K−m.

(iii) Use formula (2.10) to prove that for n ≥ 1 the width of the initial layer can be
estimated in first approximation by the same formula with 1/4π replaced by a certain
constant

c∞ = lim
m→∞

c(m.n)m

(iv) Conclude that the width of the initial layer decreases approximately linearly with
1/‖u(t)‖m

∞ for all m À 1. A convenient variable in this respect seems to be um and
not u.

Exercise 2.2. Prove that when 0 ≤ u0 ≤ 1 the mesa profile F (u0) described in
Section 2.9 in the limit m →∞ is just F = u0.
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Exercise 2.3. Note that for the embeddings L1-Lp we have

lim
m→∞

α(m.n; 1, p) = 0, lim
m→∞

σ(m.n; 1, p) =
1

p
.

Explain those numbers by interpolation.



Chapter 3

Smoothing effect and time decay
from Lp or Mp

Here, we consider the question of boundedness for the same equation when initial data
are chosen in the Lebesgue space Lp, p ∈ (1,∞). We still assume that m > mc. The
space will then be extended in a natural way into the Marcinkiewicz space Mp(Rn).
The results are based on a very delicate phase-plane analysis of the existence of certain
types of selfsimilar solutions. Since this technique will play a big role in later chapters,
we gather such analysis in an independent appendix at the end of the chapter, Section
3.8, for easier reference.

We devote Section 3.5 to discuss the weak estimates that are obtained for the
smoothing Lp-Lp-

For completeness, the case 0 < p < 1 is examined and the conclusion about
existence of smoothing effects is negative.

Finally, we recall that the preceding estimates are global in the sense that they
involve Lp norms in the whole space x ∈ Rn. However, fast diffusion equations are
characterized by having very powerful local estimates. This important subject is
introduced in Section 3.7.

3.1 Strong Smoothing Effect

The reader will not be surprised to find the statement of our next result.

Theorem 3.1 For every u0 ∈ Lp(Rn), 1 < p ≤ ∞, and every t > 0 we have
u(t) ∈ L∞(Rn) and

(3.1) |u(x, t)| ≤ c ‖u0‖σp
p t−αp

39
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with suitable exponents αp and σp and a best constant c = c(m,n, p,∞) > 0.

Proof. Using the scaling techniques as described in Section 2.3, it is not difficult to
prove that the only possible exponents are a priori given by

(3.2) αp =
n

n(m− 1) + 2p
, σp =

2p

n(m− 1) + 2p
,

so the only remaining task is proving that there exists a finite constant and to de-
termine whether it is attained or not. Though this question could look like a mere
extension of the preceding results, it offers several new and interesting perspectives.
In particular, Marcinkiewicz spaces appear as the natural setting for the estimates.

Before we proceed with the extension, let us prove the present result as a conse-
quence of the L1-L∞ case and the comparison of equations with different diffusivities.
Take a solution u with data in u0 ∈ Lp(Rn), take ε > 0 and consider the function
vε = u− ε. This function is the solution of a filtration equation (FEε): vt = ∆Φε(v)
with

Φε(s) =
1

m
((s + ε)m − εm) .

Clearly, for every s ≥ 0 we have Φ′
ε(s) = (s + ε)m−1 ≥ Φ′

0(s). This means that for
nonnegative values, the new diffusivity is larger than the original one, hence by the
comparison result, Theorem 1.3, the L∞-norm of nonnegative solutions goes down if
the initial data are kept and ε is increased.

Since vε has changing sign, we need to consider the solution ṽε(x, t) of vt = ∆Φε(v)
with initial data

ṽε(x, 0) = (u0(x)− ε)+ ≥ v(x, 0).

We have ṽ0,ε ∈ L1(Rn). Moreover, since ‖u0‖p
p ≥ εp |{u0 ≥ ε}|, we get

(3.3) ‖ṽ0,ε‖1 ≤ ‖u0‖1 ≤ ‖u0‖p|{u(t) ≥ ε}|(p−1)/p ≤ ‖u0‖p
p

εp−1
.

The comparison of diffusivities implies that ‖ṽε(t)‖∞ ≤ ‖U(t)‖∞, where U(x, t) is the
solution of the PME having as initial data the symmetrization of ṽε(x, 0). Since the
smoothing effect has been proved in that case, see Theorem 2.1, we get

‖ṽε(t)‖1 ≤ c(m,n)‖ṽ0,ε‖σ′
1 t−α′ ≤ c(m,n)‖u0‖p σ′

p t−α′ε−(p−1) σ′ ,

where we have used formula (3.3) and the notation α′ = α(1,∞) and σ‘ = σ(1,∞).

We next observe that v(x, t) = u(x, t) − ε ≤ ṽε(x, t) for every x ∈ Rn and t > 0,
by the standard comparison theorem for solutions of equation (FEε). Therefore,

‖u(t)‖∞ ≤ ε + c(m,n)‖u0‖p σ′
p t−α′ε−(p−1) σ′ .
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We can minimize this expression in ε since ε > 0 was taken arbitrary. This gives the
desired result with correct exponents,

α =
pσ′

1 + (p− 1)σ′
, σ =

α′

1 + (p− 1)σ′
,

that agree with (3.2), and some constant that need not be the optimal constant
c(m,n, p,∞).

Remark. Note that when we consider the embeddings into LP , p < ∞, we have

lim
m→∞

α(m,n; 1, p) = 0, lim
m→∞

σ(m,n; 1, p) =
1

p
.

3.2 New special solution. Marcinkiewicz spaces

In this section we want to use the worst-case strategy in proving this type of estimate.
Now, it happens as before that the worst case is to be found outside of the Lp class.
However, this time the worst case is given by the solution with scale-invariant initial
data of the form

(3.4) Up(x, 0) =
C

|x|γ , γ =
n

p
,

which lies in the Marcinkiewicz class Mp(Rn), and not in Lp(Rn).

Theorem 3.2 There exists a unique solution of the PME with data (3.4) and it takes
the selfsimilar form

(3.5) Up(x, t) = t−αpF (|x| t−βp).

where αp is given above, βp = pαp/n. Moreover, the profile F (ξ) is given by a bounded
and rearranged function in L0(R

n). This profile behaves as |ξ| → ∞ in the same way
as (3.4).

Proof. The existence and uniqueness of a weak solution u ∈ C([0, T ) : L1
loc(R

n))
follows from well-known theory of the PME since the data (3.4) belong to the class
Xm ⊂ L1

loc(R
n) for all p > 1. Using the equation scaling as explained in the Appendix

of Section 3.8, we conclude that the solution must have the selfsimilar form

(3.6) U(x, t) = t−αf(|x| t−β) .

In order to comply with the initial data U0(x) = A |x|−γ, the two parameters must
satisfy the condition α = β γ. Moreover, in order to satisfy the FDE equation, the
selfsimilar exponents must satisfy the relation

α(m− 1) + 2β = 1.
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Both conditions imply the values

(3.7) β =
1

2 + γ(m− 1)
, α =

γ

2 + γ(m− 1)
,

which for our choice of γ = n/p coincide with formulas (3.2). Note that 0 < γ < n.

In order to conclude the proof we need some properties of the profile F . The
important property for us is that in this case F (0) = sup{F (ξ) : ξ ∈ Rn} is finite.
This can be proved in various ways.

(i) One way is applying the technique of Phase Plane Analysis. We reformulate
the question of boundedness of F at ξ = 0 into an equivalent question about the
orbit that represents F in the (X,Y ) phase plane analysis of the system. Since such
systems are an important tool in what follows, we derive the present system in whole
detail in an Appendix, Section 3.8. We ask the reader to jump into that section before
continuing the argument.

Once the system is written in the form (3.24), the proof of existence of a bounded
F is as follows: it is very easy to see that we can find an orbit in the (X,Y ) phase plane
starting from (0, 0) and going into the second quarter of the plane, Q = {(X,Y ) :
X < 0, Y > 0}. We observe that it has a vertical asymptote at X = −γ. Translating
the result into the properties of F as a function of ξ, we see that starting from (0, 0)
means that F (ξ) is bounded at ξ = 0, and the asymptote means that the asymptotic
behaviour is F ∼ C|ξ|−γ as ξ →∞.

We refrain from going here into more details of this technique since it is a known
result, we give sufficient hints in Appendix 3.8, and we will be more explicit later on
in Section 5.4, where we will use a similar argument in order to show the existence of
the selfsimilar solution on which we base the proof of the so-called Backwards Effect.
Instead, we just display the numerical computation.

Y 

X O −γ 

Figures 3.1. Phase plane graphs of the selfsimilar solution
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The interesting orbit we are talking about goes from (0, 0) to (−γ,∞) in the phase
plane plot. We we have taken

n = 3,m = 1/6, γ = 2.

They satisfy n(1−m) > 2 and 2/(1−m) > γ. Then,

α =
γ

γ(m− 1) + 2
= 6, β =

1

γ(m− 1) + 2
= 3.

(ii) A second argument is as follows and will be preferred by those who like more
standard ways of finding estimates in ODEs. We note that Fm = G satisfies the ODE
in 0 < r < ∞:

(3.8) (rn−1G′)′ + rn−1(αF (r) + β rF ′(r)) = 0, F = G1/m.

Elimination of the singularity at r = 0 can be proved by integral estimates under
some integrability assumptions.

Lemma 3.3 A solution G(r) ≥ 0 of equation (3.8) defined for 0 < r < R is bounded
when we assume that G ∈ Ls(B0(1)) with s > n(1−m)/2m.

These are precisely the assumptions that we are making. The proof of the estimate
is easy by integration by parts in the spirit of Moser’s iteration. It can be shown that
the exponent in the assumption is optimal.

3.3 New smoothing effect

Using this result, we obtain an improvement of Theorem 3.1.

Theorem 3.4 For every u0 ∈ Mp(Rn), 1 < p < ∞, and every t > 0 we have
u(t) ∈ L∞(Rn) and

(3.9) |u(x, t)| ≤ c(m, n, p,∞) ‖u0‖σp

Mp t−αp

with αp and σp given by (3.2). The constant is attained at all times by the selfsimilar
solution with data (3.4).

We ask the reader to check the details of the proof using the line of argument of
Theorem 2.1 and the fact that solution (3.5) has the most concentrated initial data
among data with the same Marcinkiewicz norm.

Remark. The best constant c in (3.1) need not be the same as the best constant we
have identified in (3.9). In principle, it could be smaller.

We also the have the following consequence.
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Theorem 3.5 The map u0 7→ u(t) is bounded from Mp(Rn) into itself. The constant
of this map is 1. In other words, the PME/HE/FDE generates a bounded semigroup
in Mp(Rn) for all p > 1 (m > mc).

Proof. We only need to look at the selfsimilar solution. An easy calculation shows
that this solution has constant Mp-norm. And the sup in the norm is taken as
x →∞ (Hint: use the fact that Y = ξ2f 1−m is increasing along the orbit). The result
follows.

Remark. The property of constant Mp-norm is another confirmation that these
selfsimilar solutions play the role of the ZKB solutions in the context p > 1.

3.4 General smoothing result

We may now write the formula for the strong smoothing effects with correct exponents
and best constants for all the transmission maps u0 7→ u(t) from Lp(Rn) to Lq(Rn)
when 1 ≤ p ≤ q ≤ ∞. It takes the form

(3.10) ‖u(t)‖q ≤ c(m,n, p, q) ‖u0‖σ(p,q)
p t−α(p,q)

with

(3.11) α(p, q) =
n(q − p)

q (n(m− 1) + 2p)
, σ(p, q) =

p (n(m− 1) + 2q)

q (n(m− 1) + 2p)
.

We leave it as an exercise for the reader to prove this general formula by inter-
polation of the previous cases, or if we want the best constant, by arguing that the
worst case corresponds to the Marcinkiewicz function Up whose behaviour in time is
known through formula (3.5).

We are now in a position to draw a general conclusion.

Theorem 3.6 Assume that the data are taken in Lp(Rn) and the solution estimated
in Lq(Rn) with 1 ≤ p, q ≤ ∞. Then, a strong smoothing effect with time decay as
t →∞ occurs iff q ≥ p and it has a time decay if q > p. If p = 1 the initial space can
be extended to a measure space, while if 1 < p < q it can be extended to a Lorentz
space. In all cases 1 < q < ∞ the end space can be a Lorentz space.

Proof. (i) The positive part has already been proved for q > p. The case p = q admits
a smoothing effect with exponents α(p, p) = 0 and σ(p, p) = 1, and constant c ≤ 1,
since this means

(3.12) ‖u(t)‖p ≤ ‖u0‖p,
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which is well-known monotonicity formula for the solutions of the PME, (1.23).

(ii) For the negative result when q < p we can give a simple proof when p = ∞,
since constant data u0(x) = c produce constant solutions u = c which are not in
Lq(Rn), q < ∞ if c > 0.

(iii) For p < ∞ the negative argument is simple if we admit data in the Marcinkie-
wicz space Mp(Rn), 1 < p < ∞, since then we may just consider the selfsimilar
solutions (3.5) which belong to Mp(Rn) for all times t ≥ 0 but they never belong to
Lq(Rn) with q < p because of the bad behaviour as |x| → ∞. In fact, Up(·, t) does
not belong to Lp(Rn) either.

(iv) For p < ∞ and data in Lp we argue as follows: using the scaling transfor-
mation as in Proposition 2.2, we can show that any smoothing formula will have the
form (3.10) whether q is larger or less than p with exponents given by (3.11). Now,
the exponent of the time becomes positive for q < p. If in that situation there is a
bound for some t > 0, and the optimal constant is finite, then the bound for ‖u(t)‖q

as t → 0 must go to zero, and this contradicts the continuous dependence of the
solutions on the data.

Another argument based on scaling says that Lq norm must grow with time, and
this goes against the monotone decreasing property of the solutions in all Lp norms.
This is only an intuitive argument that we will not develop.

Remarks 1. The best constant c(p, p) = 1 even if data are taken in Lp(Rn). We
leave it to the reader to check this fact.

2. We will also skip the proof that the best constant depends continuously on the
parameters m,n, p, and q when q ≥ p.

3.5 The problem Lp-Lp. Estimates of weak type

Let us examine more closely the map u0 7→ u(t) from Lp(Rn) into itself. We know
that

‖u(t)‖p ≤ ‖u0‖p,

and this estimate is not improvable as a Strong Smoothing Effect and corresponds to
the best constant c(p, p) = 1. However, when a particular solution is considered then
the estimate can be improved.

Theorem 3.7 Let u be a solution of the PME with initial data u0 ∈ Lp(Rn), 1 <
p < ∞. Then,

(3.13) lim
t→∞

‖u(t)‖p → 0.



46 Smoothing from Mp

Proof. We consider the rescaled solutions

uk(x, t) = kn/pu(kx, kλt),

where, according to the scaling law (1.21)-(1.22), λ = (m− 1)(n/p) + 2. This scaling
preserves the equation and the Lp norm of the solutions. We see that, as k → ∞,
the Lp norm is concentrated in a very small region around the origin so that uk(x, 0)
converges to zero in Lp(ΩR), where ΩR is the complement of any fixed ball BR(0), R >
0. Now, using Hölder’s inequality we can check that uk(x, 0) is also bounded in L1(BR)
for any fixed ball with a uniform estimate of the form O(Rn(p−1)/p). We conclude that
uk(x, 0) tends to zero in L1

loc(R
n). Therefore, by the well-known continuity of solutions

with respect to their data, the limit as k →∞ must be the trivial state u = 0 for all
t > 0. Undoing the scaling, the result follows as t →∞.

The result implies an improvement of weak type for all q > p:

Corollary 3.8 Let u be a solution of the PME with initial data u0 ∈ Lp(Rn), 1 <
p < ∞. Then, for every q > p we have

(3.14) lim
t→∞

‖u(t)‖q tα(p,q) → 0.

Therefore, the Marcinkiewicz functions Up of formula (3.4) are not asymptotic attrac-
tors for the solutions with data u0 ∈ Lp(Rn).

This is proved by using a two-step approach: we use the weak result of Theorem
3.7 from 0 to t/2 and then the standard result Theorem 3.6 from t/2 to t. We leave
the easy details to the reader.

3.6 Negative results for Lp(Rn), 0 < p < 1

In our quest for generality of the scope of application of the preceding ideas, we
might wonder if there is a smoothing effect for functions in the spaces Lp(Rn) with
0 < p < 1, The answer is negative both for the strong and the weak effect when
m ≥ 1.

Theorem 3.9 Let u0(x) ≥ 0 be a measurable function with compact support that
is not locally integrable near a point x0 ∈ Rn. Then, there is no solution of the PME
with such data. Moreover, if we approximate u0 with integrable functions u0n from
below, the limit of the solutions un(x, t) blows up instantaneously in the sense that

(3.15) lim
n→∞

un(x, t) = ∞
for all x ∈ Rn and t > 0. The same conclusion applies for the HE. In the case of
the FDE the solutions exist but they are not bounded, not even locally integrable for
t > 0.
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Before proceeding with the proof note that when u0 ≥ 0 is a measurable, com-
pactly supported function, is locally bounded on balls away from x = 0 and near
x = 0 behaves like |x|−γ with some γ ≥ n, then u0 ∈ Lp(Rn) for all p < n/γ, but it
does not belong to L1

loc(R
n), hence the solution does not exist and the conclusion of

the Theorem apply.

Proof. (i) The nonexistence proof for the HE can be done by explicit computation of
the integral representation of the solution, that we leave to the reader.

(ii) The nonexistence result for m > 1 is a consequence of the Aronson-Caffarelli
a priori estimate of Harnack type that says that for all nonnegative solutions the
following holds:

Lemma 3.10 Let m > 1 and put λ = (n(m− 1) + 2)−1. The estimate of the form

(3.16)

∫

Br(x0)

u(x, 0) dx 6 C
(
r1/λ(m−1)T−1/(m−1) + TN/2u1/2λ(x0, T )

)

holds for all nonnegative solutions of the PME if r > Tm/2; x0 is arbitrary and
C = C(m,n) > 0.

(iii) The situation is different in the case of the FDE with m > mc since nonnegative
solutions with data in any of the spaces Lp(Rn) exist in the extended continuous sense
introduced by Chasseigne and Vázquez in [ChV02]. However, such solutions are not
locally bounded for t > 0 if u0 6∈ L1

loc(R
n). Indeed, the local mass estimate of Herrero

and Pierre [HP85] (see next section) says that whenever the
∫

BR(x0)
u0(x) dx = ∞,

then for every t > 0 the same divergence happens in any larger ball, which means
that u(t) cannot be locally bounded or belong to any Lq

loc(R
n) with q ≥ 1.

Remark. Dimensional considerations allow in principle for a formula of the form
(3.1) with exponents given by (3.2), at least as long as n(m − 1) + 2p > 0. The
conclusion is that the constant c(m,n, p,∞) must be infinite.

3.7 The question of local estimates for the FDE

The theory of the preceding chapters covers the main issues we had in mind for
m > mc, but there are still interesting aspects to consider. One of them concerns
the existence of upper estimates in terms of local norms. The question whether it is
possible to control u(t) in Lq

loc(R
n) when u0 is controlled in Lp

loc(R
n).

The answer to this problem (at least as stated) is negative for m ≥ 1 as a conse-
quence of Lemma 3.10 that says that you cannot get rid of the influence of masses
located far away from your control domain. The same happens in the heat equation
case for even more obvious reasons.
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However, the local effects have been shown to be true for fast diffusion. They are
even one of the peculiar features of the fast diffusion range. This is due to the fact,
already mentioned in 2.5 that the FDE is actually a “slow diffusion equation” for
large values of u.

Singular solution as barrier

Our starting point is the observation that the definition of ZKB in the fast diffusion
range can be extended to include the possibility of taking negative values for the free
C in formula (2.7), i.e., considering the formula

(3.17) Um(x, t; M)1−m =
t

k1 x2 − C1 t2α/n
,

with α = n/(2− n(1−m)) > 0 and k1 = (1−m)α/2n and C1 > 0. The reader will
easily check that this function defines a classical positive solution of the FDE in the
range mc < m < 1 in the external region

|x| > R(t) = (C1/k1)
1/2 tα/2

which leaves inside and expanding hole of radius R(r). Note that since the solution
is infinite on the border of the hole, it serves as a universal barrier for the influence
of any solution with data supported in the hole on the exterior region.

Local estimates

We begin by the celebrated the local estimate for the FDE in the range 0 < m < 1
obtained by Herrero and Pierre in [HP85], Lemma 3.1. We further remark that this
inequality has been proved in lemma 3.1 of [HP85]. that says that there is a local
estimate that controls the L1-norm of any solution at time t > 0 in a ball BR(a) in
terms of the L1-norm of u0 in B2R(a), and conversely.

Theorem 3.11 Let m ∈ (0, 1). There exists a constant c = c(n,m) > 0 such that for
every weak solution u(x, t) ≥ 0 of the FDE in Q = Rn×(0, T ) and every 0 < t, s < T ,
x0 ∈ Rn and R > 0 we have

(3.18)

∫

{|x−x0|≤R}
u(x, s) dx ≤ c

∫

{|x−x0|≤2R}
u(x, t) dx + c |t− s|µ Rσ,

with µ = 1/(1−m), σ = n− (2/(1−m)). Note that σ > 0 if and only if m < mc.

As a consequence, a solution must be locally integrable at t > 0 if and only if it
already was at t = 0. A second estimate of that paper is the local smoothing effect
L1

loc-L
∞
loc that reads
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Theorem 3.12 For every mc < m < 1 and every nonnegative weak solution of the
Cauchy Problem u we have the estimate

(3.19) u(x, t) 6 C(m, N)

[
t−θ

(∫

Br(x)

u0(y) dy

)2θ/N

+ (t/r2)1/(1−m)

]
,

with θ = (m− 1 + (2/N))−1, x ∈ RN and t > 0.

The local estimates are extended to the maximal solutions in the range −1 < m ≤
0 for n = 1 in [ERV88]. We will discuss this issue in Section 8.1.

Note that the L∞ estimate does not hold for m ≤ mc as we will see.

The next question concerns local smoothing effects from Lp into L∞. The result
about necessary and sufficient conditions of boundedness is proved in [BU90] for all
exponents m < 1, even m ≤ 0. In this paper the problem is addressed in terms of
the so-called pressure variable, v = um−1, so that questions about boundedness of u
translate into questions about positivity of v. The topic is investigated in detail in a
local setting, see Theorem 3.2 and Lemma 3.2.

We will give some hints about local estimates below, see for instance next chapter,
but the whole issue needs a separate publication.

3.8 Appendix. Scaling and selfsimilarity

We gather in this appendix a number of results on selfsimilar methods applied to the
PME / FDE that are known, but will probably be useful for the reader to have at
hand.

3.8.1 Scaling and selfsimilar solutions

Let us apply the ideas of scaling to obtain selfsimilar solutions for scale invariant
data. Assume that the initial data have the form u0(x) = A |x|−γ. Assume that for
certain values of γ ∈ R we have an existence and uniqueness theorem in a class of
solutions. Let u = u(x, t) be the solution for such data. The scaling transformation
(1.21)-(1.22) is now applied to u to produce another solution ũ. Now, if K = Lγ we
have as initial data

ũ(x, 0) = KA |Lx|−γ = u(x, 0).

By uniqueness of solutions, we conclude that u(x, t) = ũ(x, t), i.e.,

u(x, t) = ũ(x, t) = K u(Lx, T t)
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Since the scaling group operates under the conditions Km−1L2 = T , we have K = T γβ,
L = T β with β = 1/(γ(m − 1) + 2). Fix now t0 > 0 and put T = 1/t0. We get the
formula

u(x, t0) = t−α
0 F (x t−β

0 ),

with α = γβ and F (y) = u(y, 1). Since t0 > 0 is arbitrary this is the selfsimilar form
(3.6) and F is the profile. α and β are called similarity exponents.

The argument also shows that the solution must live for ever. Suppose for instance
that u were only defined in a finite time interval 0 < t < T1. Fix now T > 1 and
define K, L and ũ as before. The latter is then defined for 0 < t < T1/T . But the
argument shows then that u = ũ in the common time interval 0 < t < T1/T . This
means that u extends ũ to the interval 0 < t < T1, and, reverting the transformation,
it means that u can be extended to the interval 0 < t < TT1. By iteration, we may
take T1 = ∞.

The reader will have noticed that only general information is used on the equation:
existence and uniqueness for certain data (and only locally in time), and existence
of a scaling transformation. Therefore, the argument applies not only to the PME
and the FDE, but also to the p-Laplacian equation and many other equations, not
necessarily parabolic. Note also that the scaling group algebra is different for different
equations, hence the difference in the obtained similarity exponents.

In Section 7.1.1 we will introduce a different type of similarity formulas that exist
only for a finite time in the future. For the sake of distinguishing them, the present
form, U(x, t) = t−αf(|x| t−β), will be referred to as Type-I Selfsimilarity. .

3.8.2 Derivation of the phase-plane system

We want to find solutions in selfsimilar form

(3.20) U(x, t) = t−αf(ξ), ξ = |x| t−β,

for the PME/FDE equation written in the form

(3.21) ut = ∆(um/m), m > 0.

We get the relation α(m− 1) + 2β = 1 and the ODE for f

(3.22) ξ1−n(ξn−1f(ξ)m−1f ′(ξ))′ + βξ f ′(ξ) + α f(ξ) = 0.

Now comes the interesting point of this method. We introduce the following variables:

(3.23) ξ = er, X(r) =
ξf ′

f
, and Y (r) = ξ2f 1−m.
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We will prove that the functions X(r) and Y (r) satisfy the following autonomous
system:

(3.24)

{
Ẋ = (2− n)X −mX2 − (α + βX)Y,

Ẏ = (2 + (1−m)X)Y,

where Ẋ = dX/dr, Ẏ = dY/dr. The second line is immediate from the definition of
Y . The derivation of the first line is as follows: the first term of (3.22) gives

ξ1−n(ξn−1fm−1f ′(ξ))′ = ξ1−n(ξn−2fmX)′ = ξ−n(ξnf X/Y )′.

Working it out we get
Ẋ

Y
f − X

Y 2
Ẏ f +

X2

Y
f + n

X

Y
f.

The whole equation then reads

Ẋ

Y
f − X

Y 2
Ẏ f +

X2

Y
f + n

X

Y
f + βX f + α f = 0.

Use now Ẏ = (2 + (1−m)X)Y to get

Ẋ − (2 + (1−m)X)X + X2 + nX + (βX + α)Y = 0.

This completes the derivation of system (3.24). The analysis of this system is easy by
phase plane techniques and gives a very detailed knowledge of the class of selfsimilar
solutions of the PME/FDE equation. Note some of the most important characteris-
tics.

Critical points. There are at most three critical points. Indeed, second line of
system (3.24) selects the values Y = 0 and X = −2/(1 −m). For Y = 0 there exist
two critical points:

O = (0, 0), A = ((2− n)/m, 0),

the second being defined if m 6= 0. It is different from O if n 6= 2.

The other option is the point B = (XB, YB) with the choice XB = 2/(m−1) given
by the second line. Then, the first line vanishes at the isocline of vertical slopes

Y = −X(mX + n− 2)

β(γ + X)
,

which for X = XB gives

YB = −XB(2 + n(m− 1)) =
2 (2 + n(m− 1))

m− 1
.

The point B is defined for m 6= 1 and coincides with A for m = mc, unless n = 2,
mc = 0, when A is not defined.
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We use such an information in the study of the forward and backward smoothing
effects with data of the form u0(x) = A |x|−γ with γ > 0. As the profile is positive,
we only need to consider orbits where {Y > 0}. Since it is monotone decreasing, we
have X < 0. All together, we work in the quadrant Q = {X < 0, Y > 0}.

As for the end values, there are two options: (i) if α > 0 we have to look at
the limit as ξ → ∞ to recover the initial situation, i.e., as r → ∞. We will have
f(ξ) ∼ Aξ−γ as ξ →∞, hence

X(∞) = −γ, Y (r) ∼ ξ−γ(1−m)+2

as r →∞, and the latter goes to ∞ since β > 0. For our conclusions about regularity,
we need to know what happens as r → −∞ in order to derive the behaviour of F (ξ)
for ξ ∼ 0.

(ii) On the contrary, when α < 0, we have to look at the limit as ξ → 0, i.e.,
r → −∞ and we will have f(ξ) ∼ Aξ−γ, hence

X(−∞) = −γ, Y (r) ∼ ξ−γ(1−m)+2 →∞.

as r → −∞. Now, we are interested in knowing what happens as ξ, r →∞ to know
what is the behaviour of the solutions when x →∞ and t is fixed and positive.

3.8.3 A further scaling property

Let m 6= 1. It is easy to check that whenever f(ξ) is a solution of ODE (3.22), then
for every λ > 0

(3.25) f̂(ξ) = λµf(λξ)

is also a solution of the same equation if µ = 2/(1 −m). This allows to get a whole
one-parameter family of solutions out of one of them. Thus, is f(ξ) ∼ ξ−γ as either
ξ → 0 or ξ →∞, we get

f̂(ξ) ∼ Aξ−γ with A = λµ−γ.

If γ 6= 2/(1−m) we can adjust the coefficient A by means of λ. Let us see the effect
of the scaling on the orbits. It is again easy to see that

X̂(ξ) = X(λξ), Ŷ (ξ) = Y (λξ),

hence we are travelling along the same orbit with a different parametrization (a scaling
of ξ). In terms of r = log(ξ) it is even easier: we are just performing a translation
of the parameter, the most elementary group invariance of an autonomous system.
Note: this result is used in Theorems 3.2 and 5.10.
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3.8.4 Some special solutions: straight lines in phase plane

When looking for special solutions of the form (3.20), it is interesting to consider the
solutions that correspond to straight line orbits in the (X, Y ) plane. We have the
trivial solutions f = 0, which correspond to orbits in the axis Y = 0. Apart from
them we have

(a) The constant solutions f = C occur for γ = 0 with X = 0, Y > 0.

(b) Another vertical line solutions, Ẋ = 0, which occur for γ = (2− n)/m, X = −γ
and variable Y > 0, so that

fm = C |ξ|2−n.

(c) In the class of slanted lines the only admissible one occurs for γ = n and takes
the form

(3.26) nX + αY = 0,

which for α > 0 (which is equivalent to m > mc) gives the ZKB solution. For
completeness, let us say that there is also the possibility α < 0 (equivalent to m < mc),
which gives a solution in the quadrant Q = {X > 0, Y > 0} which is not globally
defined in space. Its precise profile is

f 1−m =
1

(C − c|ξ|2)+

,

where C > 0 is arbitrary and c = |α|(1−m)/2n.

3.9 Comments, open problems and notes

Most of the results of this chapter are new, very specially the use of Marcinkiewicz
spaces as the natural setting for the smoothing estimates, Sections 3.3 and 3.4.

Section 3.1. This is a rather easy interpolation result, based on the preceding
chapter. The Lp-L∞ result for p > 1 is proved by DiBenedetto and Kwong, [DBK],
using different methods.

Section 3.2. The use of a general existence theorem with the scale invariance of the
data to obtain existence of a selfsimilar solution, as it is done in Theorem 3.2, is a
very beautiful and powerful argument. Such techniques are becoming now standard
in works on the area (of nonlinear diffusion), but also in other areas in the mechanics
of continuous media.

Section 3.5. The weak effects pose some interesting questions like the following.
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Open problem. The exact decay rate for the solutions of Theorem 3.7 and Corollary
3.8 depends on the form of decay of the data at infinity, and there is no unique rate.
In particular, if u0 ∈ L1∩Lp the exact rate is known, cf. Theorem 2.1, and this is the
fastest possible rate. In general the result is open. Question: is there a worst rate?
Our guess is no.

Section 3.6. Further information on effects from and into Lp, p < 1.:

For p < 1 both Lp(Rn) and Mp(Rn) are not good symmetrization spaces, so the
technique we have been using fails.

Semi-explicit selfsimilar solutions give us the general picture; they have been ex-
amined in detail in [ChV02]. The behaviour depends on the so-called critical line
p∗ = (1−m)n/2 (this line will play a key role in the study of extinction for m < mc).

Thus, for If p∗ < p < 1 any solution has a minimum behaviour as |x| → ∞ of the
form u ≥ c|x|−2/(1−m) that makes the solutions belong in the best of cases to Mp∗ ,
but not to Mp for any p > p∗. Lower estimates will be surveyed in the next chapter.
When 0 < p < p∗, the selfsimilar solutions with initial data u0(x) ∼ C|x|−n/p keep
their behaviour in time, so no improvement of the Mp-space is possible.

More information on the issue of admissible initial data for the PME and related
equations can be found in that paper.

Open problem. Does the flow map Mp∗ into itself? For the separate-variables
solution this is true and the quasi-norm is increasing in time (hint: find the explicit
solution).

Section 3.7. Using the two local estimates, a complete theory of singular solutions
in the range mc < m < 1 has been built in [ChV02]; we call such solutions extended
continuous solutions; they can be obtained as limit solutions of standard smooth
solutions, and have permanent singularities.

Exercises

Exercise 3.1. Prove that the functions Up are asymptotic attractors of the solutions
with data u0 ∈ Lp(Rn) that have the same behaviour at infinity as Up.

Hint: use scaling, compactness and uniqueness of the limit.

Exercise 3.2. Examine the linear case m = 1, p = 2 for actual decay.

Exercise 3.3. Construct selfsimilar solutions to show that in the FDE case there is
not improvement of the form Lp-Lq with 0 < p < q < 1.

Exercise 3.4. Make precise the use of the universal barrier, formula (3.17) by proving
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the following result:

Let u0 be an integrable function supported in Br(0), and let u(x, t) be the solution
of the FDE in the range m ∈ (mc, 1). Then, there exist constants t0, A,B > 0
depending only on m,n and r, such that for every |x| > r and every t > 0 we have

|u(x, t)|1−m ≤ t + t0
Ax2 + B(t + t0)2α/n

Calculate such constants.
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Chapter 4

Lower bounds, contractivity, error
estimates and continuity

We consider here a number of bounds that complement the study of previous chapters,
which was centered on upper bounds.

The first section concerns the existence of lower bounds for non-negative solutions.
There is a big difference between the Porous Medium range m > 1 and m ≤ 1. In the
former case, the property of finite propagation (cf. [Ar86]) implies that solutions may
travel at a bounded speed so that it will takes a certain time for a solution to become
positive at points where it was initially zero. This does not happen for m ≥ 1.

The second section extends the property of contractivity in the L1 norm into error
estimates in different norms. //

4.1 Lower bounds and Harnack inequalities

We obtain Harnack inequalities for our kind of equations, in the two ranges, m =
1, and mc < m < 1, starting from the well-known property valid for the linear
heat equation, m = 1. We recall that the classical Harnack inequality states that
any positive harmonic function defined in a ball B2r(0) of Rn satisfies the following
inequality

sup
Br(0)

u(x) ≤ C inf
Br(0)

u(x),

where C > 0 is a constant that depends only on the dimension n. The result extends to
nonnegative solutions of the heat equation defined in a cylinder Q = B2r(0)× (0, 4r2)
in the form

sup
Q1

u(x, t) ≤ C inf
Q2

u(x),

57
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where again C = C(n) and Q1 = Br(0) × (r2, 2r2), Q2 = Br(0) × (3r2, 4r2). Note
that the cylinder Q2 where the inf is taken comes later in time than the cylinder Q1

where the sup is taken.

4.1.1 Estimating the eventual positivity for the PME

In the range m > 1 the equation has the property of finite propagation, exemplified
by the ZKB solutions that exhibit an empty zone or zero-set Z = {(x, t) : u(x, t) = 0}
besides the occupied zone P = {(x, t) : u(x, t) > 0} (called positivity set), separated
by a sharp interface or free boundary Γ = ∂P ∩Q. Therefore, the onset of positivity
must take some time at points which lay at t = 0 inside the zero-set. This means
that a Harnack inequality of the classical type cannot be true. There are versions
that adapt very well to the properties of the nonlinear equations. To begin with, we
remark that the ZKB solutions indicate that all points become eventually positivity
points, and this property is proved for general non-negative solutions.

The problem is then to find a quantitative statement of the eventual positivity
of solutions. A natural inequality in this direction was obtained by Aronson and
Caffarelli [AC83], and it has played a major role in developing the theory of the
equation under general assumptions on the data.

Theorem 4.1 There exists a constant C = C(m, n) > 0 such that the following
estimate holds for all nonnegative solutions of the PME:

(4.1)

∫

Br(x0)

u(x, 0) dx 6 C
(
r1/λ(m−1)T−1/(m−1) + T n/2u1/2λ(x0, T )

)

with λ = (n(m− 1) + 2)−1, for x0 ∈ Rn.

We present a version of the proof taken from [ChV02b] that uses in a direct way
the smoothing effects we have derived, and is quite simple. We begin with a lemma
when sizes are taken as unity.

Lemma 4.2 Let u ∈ C(RN × [0, T ]) be a nonnegative solution of the PME in Q1 =
B1(0)× (0, 1). Let

(4.2) M =

∫

B1

u(x, 0) dx.

There exist positive constants M0 = M0(n,m) and k = k(n,m) such that for M > M0

(4.3) u(0, 1) > k M2λ.
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Proof. It is the combination of several steps. The letter C will denote different
positive constants that depend only on n and m.

• By comparison we may assume that u0 is supported in the unit ball B1. Indeed, for
general u0, then u0 is greater than u0η, η being a suitable cut-off function compactly
supported in B1 and less than one. Thus, if v is the solution with initial data u0η
(existence and uniqueness are well-known in this case), we obtain

∫

B1

u(x, 0)dx >
∫

B1

u0η = M,

and if the lemma holds true for v, then

u(0, 1) > v(0, 1) > kM2λ.

We may then take the domain of definition as Q = Rn × (0,∞).

• By using the standard smoothing effect, we know the a priori estimate for the
solution

(4.4) 0 6 u(x, t) 6 C M2λ t−nλ

and the a priori estimate for the support at time t,

(4.5) supp u(·, t) ⊂ BR(t), R(t) = C M (m−1)λ tλ.

Note that if M is large this radius is much larger than 1 at t = 1.

• The reflection argument of Aleksandrov used in Lemma 2.2 of [AC83] means that
for |x| ≥ 2 we have

(4.6) u(0, t) > u(x, t).

• By conservation of mass we know that

(4.7)

∫
u(x, t) dx =

∫
u0(x) dx.

The first term can be split into the integrals
∫

|x|>2

u(x, t) dx +

∫

|x|62

u(x, t) dx,

and the last term can be estimated by

C M2λ t−nλ2n.

We conclude that

Cu(0, t) (R(t)n − 2n) >
∫

|x|≥2

u(x, t) dx > M − C M2λ t−nλ2n,
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hence for t = 1,
C u(0, 1) (Mn(m−1)λ − 2n) > M − C M2λ.

If M > 1 there are constants c1, c2(m,n) such that

u(0, 1) > c1M
2λ − c2M

γλ, γ = 2− (m− 1)n.

Since γ < 2, there exists some constants M0 and k such that

c1M
2λ − c2M

γλ > kM2λ

holds for every M > M0, and this proves the Lemma.

We can now prove the full Harnack-type inequality:

Proof of Theorem 4.1. We can use the previous lemma on (t, T ) since u ∈ C0(QT ),
perform the transformation

(4.8) u∗(x, t) = r−2/(m−1)T 1/(m−1)u(rx, T t)

as in [AC83, p. 361], and look at the equation satisfied by u∗. It is the same. Noting
that ∫

|x|≤1

u∗(y, t)dy = r−(n+ 2
m−1

)T
1

m−1

∫

|x|≤r

u(x, T t) dx,

we may apply the already derived formula (4.3) to u∗ to conclude that
∫

Br(0)

u(x, 0) dx 6 C T n/2u1/2λ(0, T )

on the condition that ∫

Br(0)

u(x, 0) dx ≥ r1/λ(m−1)T−1/(m−1)M0.

Formula (4.1) is another form of writing that conclusion for x0 = 0. But the choice
of origin is indifferent.

Indeed, there is a way of writing the result that is more interesting for exhibiting
the positivity property. Let u be a solution with initial data u0 ≥ 0 and let

MR(x0) =

∫

BR(x0)

u0(x) dx.

Then we have the following reformulation of Theorem 4.1.

Theorem 4.3 For every solution with locally integrable data and for every R, t > 0
and x0 ∈ Rn there are constants c1, c2 > 0 depending only on m, n such that

(4.9) u(x0, t) ≥ c1 MR(x0)
2λt−nλ

if the time is not too small, precisely when

(4.10) t ≥ t∗ = c2R
−1/λMR(x0)

1−m.
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Remarks. (1) Since α = nλ is the exponent in the L1-L∞ smoothing effect, we have
found that for large times an estimate similar to the upper estimate of the L1-L∞

is proved. However, the time where it begins to apply at a point x0 depends on the
initial mass around x0 in and inverse power way.

(2) The exponents in the expressions are exact, since they have been obtained by
scaling considerations. However, we do not give a method to calculate the best
constants. R plays the role of a free parameter.

(3) The expression for the characteristic time t∗ of the positivity effect is related to
the waiting time, i.e., to the time a solution that starts with zero initial data in a ball
BR(x0) spends until u(x0, t) becomes positive.

Corollary 4.4 In particular when

(4.11) lim
MR(x0)

Rn+2/(m−1)
= ∞

as R → 0 or R →∞, then u(x0, t) is positive for all t > 0.

This condition of zero waiting time has been proved to be sharp in [CVW87].

(4) We could think about a better expression (more optimized) for the lower bound
of the form

(4.12) u(x0, t) ≥ H(t,MR(x0), R)

valid for all t > 0, and H being a continuous function. Scaling considerations imply
then that the formula takes the form

(4.13) u(x0, t) ≥ MR(x0)

Rn
H(t/t∗) = MR(x0) H(t/t∗),

where MR(x0) =
∮

BR(x0)
u0(x) dx =

∫
BR(x0)

u0(x) dx/Rn. We refer to Exercise 4.1 for

a proof of this reduction. Finding an optimal formula is an open problem. Note that
our estimate above gives a broken curve.

4.1.2 The Heat Equation case

An optimal lower estimate of the type we are discussing is very easily obtained in the
case of the heat equation. It says

Proposition 4.5 If u is a nonnegative solution of the HE in Q = Rn × (0, T ) then
for all t, R > 0 and x0 ∈ Rn we have

(4.14) u(x0, t) ≥ (4π)−n/2MR(x0) t−n/2 e−R2/4t.

and the exponents and constant are optimal.
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Proof. The representation formula says that

u(x0, t) ≥ (4πt)−n/2

∫

Rn

u0(y) e−(y−x0)2/4t dy

so that the best estimate in terms of MR(x0) consists in forgetting the part of u0 not
supported in BR(x0) and displacing all the mass in this ball to the boundary. We
get the solution corresponding to a M times the Dirac delta located at a point of the
boundary.

In comparison with the results of the previous subsection, we see that here that
the characteristic time is t∗ = cR2 and that formula (4.13) is respected. We notice
that this positivity estimate consists of two time periods: an increasing lower bound
for an initial time interval 0 < t < tc plus an exponentially decreasing bound for all
later times. In the case m > 1 we cannot ensure positivity in the initial period where
waiting times may occur.
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Figure 4.1: Lower bound functions H(t) when m > 1 and m = 1

There is a difference to be remarked in the form the profiles of both graphs start
near t = 0. In the PME case there must be a clear waiting time, while in the heat
equation case we have very slow growth but no waiting time.

4.1.3 Positivity estimates for Fast Diffusion when mc < m < 1

We now derive positivity estimates for the Fast Diffusion Equation in the upper range
(n− 2)+/2 = mc < m < 1. Recall that λ = (2−n(1−m))−1 is positive in this range.
We will still get an estimate with two periods of different monotonicities and calculate
everything with sharp exponents. Moreover, we will also show that the description
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in two periods reflects a real situation for some typical initial data. Actually, the
explicit computation for the Barenblatt solution in the worst case where the initial
mass is placed on the border of the ball BR0 gives

(4.15) U(0, t) =
M2λ

R0
t1/(1−m)

(c1t2λ + c2t2λ
c )1/(1−m)

,

which shows in a very clear way the two patterns: an increasing behaviour for an
initial time interval followed by a decay, both with power rates that are reproduced
by the following general result.
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Figure 4.2: The function H(t) when m < 1 and a solution profile

Theorem 4.6 u ∈ C(Q) be a nonnegative solution to ut = ∆(um) in Q, Q =
[0, +∞) × Rn, with mc < m < 1. There exists a positive function H(t) such that
for any t > 0 and R > 0 the following bound holds true:

(4.16) inf
x∈BR

u(t, x) ≥ MRH(t/tc),

where function H(s) is positive and takes the precise form

(4.17) H(s) =

{
Ks1/(1−m) for s ≤ 1,
Ks−nλ for s ≥ 1.

The critical time is given again by formula tc = C M1−m
R R1/λ. Constants C, K > 0

depend only on n and m.
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Proof. The proof is a combination of several steps. Different positive constants that
depend on m and n are denoted by Ci. The precise value we get for the constants C
and K in the statement is given at the end of the proof.

• Reduction. Fix a radius R0 > 0. By comparison we may assume supp(u0) ⊂ BR0(0).
Indeed, for general u0, u0 is greater than u0η, η being a suitable cutoff function
compactly supported in BR0 and less than one. If v is the solution of the fast diffusion
equation with initial data u0η (existence and uniqueness are well known in this case),
we obtain: ∫

BR0

u(x, t) dx ≥
∫

BR0

u0(x)η(x) dx = MR0

and if the lemma holds true for v, then

inf
x∈BR0

u(x, t) ≥ inf
x∈BR0

v(x, t) ≥ H(t)Mλ
R0

• A priori estimates. The second step is based on the well known a priori estimates
(see e.g. [HP85], Theorem 2.2) rewritten in an equivalent form:

u(x, t) ≤ C1‖u0‖2/(2+n(m−1))
1 t−n/(2+n(m−1)).

We remark that ‖u0‖1 = MR0 since u is nonnegative and supported in BR0 , so that
we get

u(x, t) ≤ C1M
2λ
R0

t−nλ

for any x ∈ Rn, with λ = 1/(2 + d(m− 1)). An integration over BR0 will thus give:

(4.18)

∫

BR0

u(x, t) dx ≤ C2 M2λ
R0

Rn
0 t−dλ

where C2 = C1ωn.

• Integral estimate. The third step uses a Herrero-Pierre’s L1
loc estimate, cf. Theorem

3.11: for any R > 0 and s, t ≥ 0 one has

∫

BR0

u(x, s) dx ≤ C3

[∫

BR0+R

u(x, t) dx +
|s− t|1/(1−m)

R(2−n(1−m))/(1−m)

]
.

We let s = 0 and we rewrite it in a form more useful to our purposes:

(4.19)

∫

BR0+R

u(x, t) dx ≥ MR0

C3

− t
1

1−m

R
2−n(1−m)

1−m

.

• Aleksandrov Principle. Arguing as for the case m > 1, we have u(t, x0) ≥ u(t, x1)
if |x0| < R0 and |x1| > R0, whenever u is as in our hypothesis and t > 0. From this,
it easily follows that:

(4.20)

∫

BR0+R\BR0

u(x, t) dx ≤ AnR
n inf

x∈BR0

u(x, t)
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where An is chosen so that AnR
n ≥ |BR0+R \BR0|; we have 1 < An < 2n.

• We now put together all the previous calculations:

∫

BR0+R

u(x, t) dx =

∫

BR0

u(x, t) dx +

∫

BR0+R\BR0

u(x, t) dx

≤ C2

M2λ
R0

Rn
0

tnλ
+ AnR

n inf
x∈BR0

u(x, t).

This follows by (4.18) and (4.20). Using now (4.19), we obtain:

MR0

C3

− t
1

1−m

R
2−n(1−m)

1−m

≤
∫

BR0+R

u(x, t) dx ≤ C2

M2λ
R0

Rn
0

tnλ
+ AnR

n inf
x∈BR0

u(x, t),

and finally we obtain:

(4.21) inf
x∈BR0

u(x, t) ≥ 1

An

[(
MR0

C3

− C2

M2λ
R0

Rn
0

tnλ

)
1

Rn
− t

1
1−m

R
2

1−m

]
.

• Now we would like to obtain the claimed estimate for t > t∗c . To this end we first
check whether the grouping of the first two terms is positive:

(4.22) B(t) :=
MR0

C3

− C2

M2λ
R0

Rn
0

tdλ
> 0 ⇐⇒ t > (C3C2)

1/(dλ) M1−m
R0

R
1/λ
0 = t∗c

Assuming then that t ≥ tc = 2t∗c (so that B(tc) is clearly positive), we optimize the
function

f(r) =
1

Ad

[
B(t)

rn
− t

1
1−m

r
2

1−m

]

with respect to r > 0 and we obtain that it attains its maximum in r = rmax, and
after a few straightforward computations we obtain that its maximum value is:

f(rmax) = Ad

[
d(1−m)

2

]2λ [
2

d(1−m)
− 1

] [
1

C3

− C2

M2λ−1
R0

Rn
0

tdλ

]2λ
M2λ

R0

tdλ
> 0

We thus found the estimate:

inf
x∈BR0

u(x, t) ≥ Ad

[
d(1−m)

2

]2λ [
2

d(1−m)
− 1

] [
1

C3

− C2

M2λ−1
R0

Rn
0

tdλ

]2λ
M2λ

R0

tdλ

= K1 H1(t)
M2λ

R0

tdλ
.
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A straightforward calculation shows that the function

H1(t) =

[
1

C3

− C2

M2λ−1
R0

Rn
0

tdλ

]2λ

is non-decreasing in time, thus if t ≥ tc:

H1(t) ≥ H1(tc) =

(
1

2C3

)2λ

and finally we obtain:

inf
x∈BR0

u(x, t) ≥ K1 H1(t)
M2λ

R0

tdλ
≥ K1 H1(tc)

M2λ
R0

tdλ
=

K

(2C3)2λ

M2λ
R0

tdλ

This is exactly (4.16) when t > tc.

• The last step consists in obtaining a lower estimate when 0 ≤ t ≤ tc.
To this end we consider the fundamental estimate of Bénilan-Crandall [BC81b]:

ut(x, t) ≤ u(x, t)

(1−m)t

this easily implies that the function:

u(x, t)t−1/(1−m)

is non-increasing in time, thus for any t ∈ (0, tc) we have that

u(x, t) ≥ u(tc, x)

t
1/(1−m)
c

t1/(1−m)

in order to obtain inequality (4.16) for 0 < t < tc is now sufficient to apply the
inequality valid for t > tc to the r.h.s. in the above inequality. Replacing R by
R0, the proof of formula (4.16) is complete in all cases. Constant C has the value

C = 2 (C3C2)
1/(nλ) while K is given by

(4.23) K =
2−(n+2)λ

An C2 C2λ+1
3

[
n(1−m)

2

]2λ [
2

n(1−m)
− 1

]
.

The explicit computation for the Barenblatt solution done above shows that the
behaviour of H is optimal in the limits t À 1 and t ≈ 0.

Harnack inequality for large times. In fact, joining the upper and lower
estimates, we have a rather perfect inequality of this type for large times t ≥ tc:

(4.24) C1M
2λ
R0

tnλ ≤ u(x, t) ≤ C2M
2λ tnλ.
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, where M is the total mass M =
∫
Rn u0(x), dx. Moreover, u(0, t) can be replaced by

u(x, t) with x in any bounded set (the constants will depend on the set).

A minimax problem. Suppose that we want to obtain the best of the lower bounds
when t varies with given R and MR. This happens for t/tc ≈ 1 and the value is

u(0, t1) ≥ C3 MRR−d,

which is just proportional the average. At this time also the maximum is controlled
by the average.

4.2 Contractivity and error estimates

For linear equations, any boundedness estimate is equivalent to a contractivity result.
Since equation ut = ∆um is nonlinear for m 6= 1, the estimates that give boundedness
of the PME / FDE flow do not necessarily imply any kind of contractivity.

We know that the PME/FDE flow is contractive in the L1 norm, as explained in
Section 1.2, formula (1.24). It will be convenient for us to view contractivity properties
as a form of error estimates, which in turn imply a quantitative formulation of the
continuity of the PME / FDE semigroup. We are able to obtain a control of the Lq

norm of the difference of two solutions by using Hölder’s inequality,

(4.25) ‖u1(t)− u2(t)‖q
q ≤ ‖u1(t)− u2(t)‖1‖u1(t)− u2(t)‖q−1

∞ ,

plus the estimate of the L1-L∞ smoothing effect. This gives a first error estimate.

Lemma 4.7 Let u1 and u2 be two solutions of equation (2.1) in the range m > mc

with initial data u01, u02 ∈ L1(Rn). Then, for every 1 < q < ∞ there is a constant
C(m,n, q) > 0 such that

(4.26) ‖u1(t)− u2(t)‖q ≤ C(m,n, q) ‖u01 − u02‖1/q
1 ‖u01 + u02‖σ′

1 t−α′ ,

with α′ = α(q − 1)/q, σ′ = 2(q − 1)α/(nq), and α is the decay exponent given
in (2.3). Consequently, the PME / FDE semigroup is continuous from L1(Rn) into
Lq(Rn) for all q < ∞.

Such a simple procedure does not allow to get an error estimate in the L∞ norm.
Such an estimate depends on knowing more about the regularity of the solutions.
Actually, we will obtain an improved error estimate by making use of the result
about uniform Hölder continuity of bounded solutions stated in Section 1.2, formula
(1.20). An accurate estimate of the Hölder constant for a general solution u(x, t) at
any time T > 0 can be obtained by using famous scaling transformation (1.21)-(1.22)
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in the way it was used in Proposition 2.2. We need to assume a certain decay of the
L∞-norm in time, like

(4.27) u(x, t′) ≤ M(t) ∀ 0 < t < t′.

Then we have

Lemma 4.8 Let u be a solution of the PME with m > 0 satisfying assumption
(4.27). Then the Hölder constant at time t can be estimated above by

(4.28) C = Ch(m, n)M(t/2)νt−µ/2, ν =
2− (m− 1)µ

2
,

and the exponents are sharp.

Proof. We fix T > 0 and take ũ(x, t) = Ku(Lx, T t) with K = M(T/2)−1 so that

0 ≤ ũ(x, t) ≤ 1 for all t > 1/2.

Then, the regularity result (1.20) applies. In terms of u, it means that

|u(x, T )− u(x′, T )| ≤ Ch

KLµ
|x− x′|µ.

Since we have L2 = K1−mT by (1.22), the result follows replacing T by t.

We are now ready to state and prove a sharper continuity result for the semigroup
in the form of error estimate.

Theorem 4.9 Let u1 and u2 be two solutions of equation (2.1) with initial data
u01, u02 ∈ Lp(Rn) for some p ≥ 1 and m > mc. Let ‖u01 − u02‖1 be finite. Then, we
have an error estimate of the form

(4.29) ‖u1(t)− u2(t)‖∞ ≤ C ‖u01 − u02‖
µ

µ+n

1 Nλ t−γ,

for some γ, λ, C > 0 depending on (m,n, p), and N = max{‖u01‖p, ‖u01‖p}.

Proof. By the smoothing effect, the solutions are bounded with an estimate of the
form

(4.30) M(t) = C Nσpt−αp ,

in the notation of Theorem 3.4. It follows from the previous lemma that they are
uniformly Hölder continuous and satisfy estimate (4.28). We also have a control of
the L1-error

‖u1(t)− u2(t)‖1 ≤ ‖u01 − u02‖1 = ε.
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We have to translate this into an estimate in L∞ error using the Hölder continuity.
This is done by means of a simple calculus lemma that goes as follows: if

‖u1(t)− u2(t)‖∞ = δ,

and C(t) is the Hölder constant with exponent µ at time t, then there is a (space)
region of size R where the error is at least δ/2 between u1(·, t) and u2(·, t) if C(t)Rµ ≤
δ/4. In that region the L1-error is easily estimated as O(Rnδ). Therefore, Rnδ ≤ cε.
Taking the value of R into account we get

δ ≤ cC(t)
n

µ+n ε
µ

µ+n ,

and c = c(m,n). Since we know the value of C(t) from Lemma 4.8, and M(t) is given
by (4.30), we get

C(t) = ChM(t/2)νt−µ/2 = C1N
σpνt−αpν−µ/2.

and C2 depends m and n. This implies the result. The precise values of γ and λ
calculated here are

(4.31) γ =
n(n + µp)

(µ + n)(2p + n(m− 1))
, λ =

nσpν

µ + n
,

with ν given by (4.28). They need not be optimal. Note that µ/(n + µ) → 0, ν → 1,
and γ → αp as µ → 0, thus obtaining the exponents of formula (3.9), as expected.

Remarks. 1) This result allows to improve the previous Lq estimates using Hölder’s
inequality (4.25). We leave the details as a further exercise to the reader.

2) The condition m > mc is only used to ensure the Lp-L∞ effect. This effect holds
also for m less than mc for large p, see next section.

4.3 Comments and historical notes

Section 4.1. Harnack inequalities were first proved for harmonic functions and then
for uniformly elliptic equations, the classical reference being Moser’s [Mo61]. They
were then extended to the Heat Equation and parabolic operators, cf. [Mo64] or
[Tr68]. It is known that such a Harnack inequality is strongly related to detailed
estimates of the heat kernel, i.e., the fundamental solution of the heat equation, as
the ones obtained by Aronson [Ar67].

Subsection 4.1.1. The Harnack inequality for the PME we present is due to Aronson
and Caffarelli, [AC83], who used it to show the existence of initial traces for all
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nonnegative solutions defined in a strip Q = Rn × (0, T ). Bénilan, Crandall and
Pierre [BCP] proved a result on optimal conditions of existence that complements
the estimate.

The proof of the Harnack inequality we present in Lemma 4.2 was written in
[ChV02b] for the more general equation ut = ∆um− aup, with a ≥ 0 and p ≤ 1 < m.
The Aleksandrov reflection argument is for instance explained in [GV03], pages 51–52.

The waiting time is an aspect of the positivity question that has been much
studied in the PME literature because the situation of the free boundary is in those
cases metastable (it is stationary for a time and then starts to move). The condition
for showing zero waiting time given in Corollary 4.4 has been proved to be sharp in
[CVW87].

Once we know that solutions are bounded and positive the equation is no more
degenerate at the local level and a regularity theory may be developed to prove that
solutions are C∞ along the lines of standard quasilinear theory, cf. [F64], [LSU].
But even in the general case where solutions are only assumed to be nonnegative,
it can be proved that solutions are indeed Cα continuous with a certain exponent
α ∈ (0, 1), cf. [CF79]. The optimal value of that exponent is known in dimension
n = 1 (α = min{1, 1/(m− 1)}) but in higher dimensions is still under study.

Subsection 4.1.3. The Harnack inequality in the fast diffusion range is part of a
paper with M. Bonforte [BV05]. Earlier results were due to [DBK].

Harnack inequalities for degenerate parabolic problems are treated in many refer-
ences, both for linear and nonlinear equations, cf. [ChS84, DiB93, Sk98, AbP04], but
the theory is still incomplete.

Section 4.2. The results of this section seem to be new, even though they are based
on standard properties.

Exercises

Exercise 4.1. (i) Write the lower estimate of formula (4.9) in the adimensional form

(4.32) u(x0, t) ≥ c
MR(x0)

Rn
(t/t∗)−α.

(ii) Show by scaling considerations that any optimal formula will have the form

(4.33) u(x0, t) ≥ (MR(x0)R
−n) H(t/t∗).

(iii) Check that the Heat Equation formula (4.14) has such a form.
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Hint for (ii): Use formula (4.8) with the choice T = t∗ and r = R to reduce the case
to R = 1 and M = 1 for u∗.

(iv) Calculate the bound that is obtained in the typical case where the initial mass of
a Barenblatt solution is located at the boundary of the ball BR(0) and we estimate
u at x = 0 for t > 0. Compare the plot for m > 1 with the plots obtained for m = 1
and m < 1.
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Part II

Study of the subcritical FDE

The foregoing analysis gives a rather complete picture of the smoothing effects
and decay rates for the PME, the HE, and also for the FDE when m > mc, the so-
called supercritical FD range. We will address in this part of the text the same type
of problems in the case of the FDE with critical and subcritical exponents, m ≤ mc.
The picture turns out to be quite different, very rich both in physical phenomena and
in analytical results. The main issues of this range are extinction and nonexistence
and we will devote our main effort to understand them. We will see that nonexistence
happens as a form of instantaneous extinction.

In the study of the FDE with subcritical m, it is convenient in a first approximation
to impose the further condition m > 0 (this leaves us with nothing to discuss in
dimensions n = 1, 2, but it is significant in dimensions n ≥ 3). As we have pointed
out in Section 1.2, the restriction m > 0 is important for the basic existence and
uniqueness theory, hence our prudence. However, crossing the exponent m = 0 is not
so important for some of the basic questions we want to address, like a priori estimates
and extinction, as we will see. We recall that, in view of the desired extension to m ≤ 0
the equation is always written in the modified form ut = ∇ · (um−1∇u).

When organizing the present material, it is advisable to relate it to the (m, p)
plane. There appear in it two main dividing lines. One is the second critical value of
the exponent, m = 0, just mentioned, that marks the passage to what we will call the
superfast FDE. The other one, more obscure at this moment but quite important in
practice, is the critical line p = n(1−m)/2. Diagrams will pay a big role in the future,
so we will present them here. Figure II.1 exhibits the different parameter regions
that will be encountered in dimensions n ≥ 3. The smoothing effects, just studied,
correspond to the lined region for m > mc. This region will be easily extended into
the whole super-critical area p > n(1 −m)/2. Figures 3 and 4 exhibit the diagrams
in dimensions n = 2 and n = 1.
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Figure II.1. The (m, p) diagram for the PME/FDE in dimensions n ≥ 3.
SE: smoothing effect, BE: backwards effect, IE: instantaneous extinction

Critical line p = n(1−m)/2 (in boldface)

1 

p 

SE 

IE 

p=(1−m) 

0 1 m 

Figure II.2. The (m, p) diagram for the MPE in dimension n = 2
SE: smoothing effect, IE: instantaneous extinction
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Figure II.3. The (m, p) diagram for the MPE in dimension n = 1

As theory proceeds more exponents will appear. Thus, a third exponent m =
(n − 2)/(n + 2) (in dimensions n ≥ 3), which is the inverse of the famous Sobolev
exponent of the elliptic theory, will appear in Chapter 7 where we will explain the
role it plays in our theory and the relation with elliptic problems.

Here is an overview of this part: the phenomenon of Extinction is discussed in
Chapter 5. A simple and beautiful application of the Marcinkiewicz spaces is pre-
sented. The Backward Effect (Lp into L1) is covered in Section 5.4; it happens only
for m > 0 and n ≥ 3; to our knowledge, it is described for the first time.

The analysis of the critical line is resumed in Chapter 6 and the phenomenon of
Delayed Regularity is described; this is another major contribution of the text and it
gives sharp information about the functional properties of the FDE semigroup.

Chapter 7 deals with the analysis of large-time behaviour where we give preference
to L1 data. In this case we cover important results taken from other sources plus
our contributions. As m goes down to zero the phenomenon of extinction in finite
time appears related to an increasingly slower diffusion strength of the process; for
m < ms = (n− 2)/(n + 2) we even can talk of relative concentration.

Chapter 8 studies two transition situations where non-uniqueness plays an impor-
tant role. The first deals with the range −1 < m ≤ 0 in n = 1, which looks like
supercritical but contains the non-uniqueness phenomenon for the Cauchy Problem.
The second is the study of logarithmic diffusion in the plane, i.e,, the case m = 0 for
n = 2 which has many appealing features for the analyst and the geometer.

We then examine the special results for super-fast diffusion, i.e., the range m ≤ 0
in Chapter 9. Instantaneous extinction is discussed in Section 8.2. The question of
local estimates is introduced in Section 9.3.

Section 10 contains a commented summary of the main results obtained for the
PME and FDE. We are adding the discussion on the existence of source solutions in
the whole range m ∈ R; as a key tool in that analysis we introduce the concept of
source solution with background.
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Chapter 5

Subcritical range. Critical line.
Extinction. Backward effect

We begin here the study of the smoothing effect and decay rates for the FDE in the
subcritical range m < mc, and also for the critical exponent mc = (n− 2)/n. While
advancing some of the results, which are valid for all the subcritical range m < mc,
we will concentrate on the case m > 0, and a detailed analysis of the lower subrange
m ≤ 0 is delayed to Chapters 9 and following.

After some preliminaries, the first sections cover the proof of extinction of solutions
in the Marcinkiewicz space Mp∗(Rn), that we characterize as the natural extinction
space among all the spaces Mp(Rn) and Lp(Rn).

We also devote some space to the question of necessary conditions and the conti-
nuity of the extinction time T as a function of u0.

We then proceed with the construction of the global selfsimilar solutions that
increase their decay rate at infinity for all positive times. This is the technical basis
for the proof of the Backward Smoothing Effect (Lp-L1) that happens below the
critical line of the (m, p)-plane.

We devote one section, 5.5, to explain how and where the mass is lost in the process
of extinction. The conclusion is that mass is “lost to infinity”, a manifestation of the
very fast diffusion process for small densities. We give an explanation in terms of
particles escaping to infinity in finite time. This property is typical of the FD range
m < mc.

We return to the problems of forward effects when dealing with the critical expo-
nent m = mc with starting space L1. There, we examine the absence of smoothing
effect L1-L∞ the existence of weak effects is discussed, as well as exponential rates of
asymptotic decay.

We add a section to discuss extinction as a form of blow-up after a suitable change
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of variables.

5.1 Preliminaries. Critical line

Significant novelties in the mathematical theory of the FDE appear once we cross the
line m = mc downwards. Thus, concerning the basic problem of optimal space for
existence, Brezis and Friedman proved in [BF83] that there can be no solution of the
equation if m ≤ mc when the initial data is a Dirac mass, so that we lose our main
example for the comparison theory. Pierre [Pi87] extended the non-existence result to
measures supported in sets of small capacity if m < mc. But at least solutions exist
for all initial data u0 ∈ L1

loc(R
n) when 0 < m < mc, and moreover they are global

in time, u ∈ C([0,∞) : L1
loc(R

n)). Such an existence result is not guaranteed when
moreover m ≤ 0, as we have already mentioned and we will see in detail in Section 9.

A very important role is played by the property of infinite speed of propagation.
In this range it says that, at every fixed time, nonnegative bounded solutions are
either positive and smooth everywhere or identically zero. Once the solution touches
the level zero at a time t1, then it continues as identically zero for all t ≥ t1. One
may wonder what is the meaning of such a solution, but there are satisfying answers:
such an object is the limit of the smooth approximations constructed by regularizing
the data (and the equation if needed). The regularity theory has been developed for
these equations and says that solutions are continuous as long as they are bounded.
Moreover, bounded and positive implies C∞ smooth, see references at the end of the
chapter.

However, and contrary to the ‘upper’ fast diffusion range mc < m < 1, it is not
true that locally integrable data produce locally bounded solutions at positive times,
as the various examples to be constructed below will show. Attention must be paid
therefore to the existence and properties of large classes of weak solutions that are
not smooth, not even locally bounded. This leads to a main fact to be pointed out
about smoothing estimates: there can be no L1-L∞ effects. Indeed, they cannot exist
for a number of reasons. To begin with, after the result of Brezis and Friedman there
is no worst case solution to copy from in this setting.

A fundamental objection is the following: a universal estimate like (2.9) (a strong
smoothing effect) would have exponents given by the same algebraic formulas, as a
consequence of the scaling arguments already explained. But for m < mc we have a
time exponent −α > 0, and this means that the solution would increase in L∞ norm
in time, a contradiction with the properties of standard classes of solutions (by the
Maximum Principle). Note finally that the best constant c(m,n) of formula (2.11)
goes to infinity as n(m− 1) + 2 → 0.

We will see in a moment that the absence of smoothing into L∞, as well as a new
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phenomenon, called extinction in finite time, happen for the FDE precisely when the
starting space has exponent p for which the similarity exponents α and σ cannot be
calculated by formula (3.2), i.e., for n(m−1)+2p = 0. This is explicitly demonstrated
with special solutions that play a key role in this chapter. This condition is therefore
the consequence of an algebraic calculation based on the scaling of the equation. We
are led to consider the following definition.

Definition 5.4B. The line mn+2p = n in the (m, p)-plane is called the critical line.

The position of this important line in the plane depends strongly on the dimension
(see Figure II.1 for n ≥ 3). We are interested of course in values of p ≥ 1. In a first
approach we are also assuming that m > 0. In that case there is no useful part of the
critical line in dimensions n = 1, 2. The value of the function space exponent is

(5.1) p∗ = n(1−m)/2,

which is larger than 1 for m < mc, will be called the critical exponent, or ‘the exponent
on the critical line’.

5.1.1 Smoothing effects above the critical line

Let us first consolidate the ground that stays firm from the analysis done for m > mc.
Standard smoothing from Mp into L∞ occurs for p above the critical line, p > p∗ (so
that p > 1 since m ≤ mc, see the diagrams) and the proof is obtained just as in Section
3 by comparison with the selfsimilar solution U(x, t) with data u0(x) = A |x|−n/p

and p > p∗. The effects are indeed true for u0 ∈ Mp(Rn) with p > p∗(m,n) and
0 < m ≤ mc. Again, the result is adapted to the case m ≤ 0 without difficulty. As a
conclusion, we have the standard strong smoothing effect into L∞.

Theorem 5.1 The results of Theorem 3.4 hold true even for m ≤ mc when u0 ∈
Mp(Rn) and p > p∗, i.e., 2p > n(1−m). In particular, u(t) is bounded for all t > 0.

It must be said that Lp-L∞ effect under the restriction to the range p > p∗ was
proved by Di Benedetto and Kwong in [DBK]. The attempt to improve that result
into the critical exponent p = p∗ will lead to the striking results of delayed regularity
in Chapter 6.

5.2 Extinction and the critical line

We now address the main novelty of this Chapter, Extinction in Finite Time. Ex-
tinction is the phenomenon whereby the evolution of some nontrivial initial data u0
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produces a nontrivial solution u(t) in a time interval 0 < t < T and then u(t) → 0
as t ↗ T . Usually the convergence is uniform in x, but we only need in principle
convergence in the wider space in which the theory is constructed, like L1

loc(R
n).

5.2.1 Solution in Marcinkiewicz space. Universal estimate

To begin our theory, we remark that for m < mc (even for m ≤ 0) there is an explicit
example of solution which completely vanishes in finite time, and has the form

(5.2) U(x, t; T ) = cm

(
T − t

|x|2
)1/(1−m)

.

with T > 0 arbitrary, and

c1−m
m = k−1 =

2n

(m− 1)α
= 2 (n− 2

1−m
).

Note that cm can be defined as a real number because (m − 1)α > 0; note also that
values m ≤ 0 are accepted here. It produces a positive and smooth solution for
0 < t < T and x 6= 0; note further that it belongs to the Marcinkiewicz space Mp∗

with p∗ = n(1−m)/2 > 1. It is clear that U does not belong to a better space than
Mp∗ during its lifetime 0 < t < T . In particular, formula (5.2) is not a bounded
function and U(t) 6∈ Lp

loc(R
n) for any p ≥ p∗, 0 < t < T . Therefore, we cannot have a

general improvement effect from Mp∗(Rn) into Lq(Rn) for any q ≥ p∗. For the same
reason, no improvement effect can start from Lp(Rn) with 1 < p < p∗.

The positive result that we can derive from comparison with this solution is the
following.

Theorem 5.2 Let n ≥ 3 and m < mc. For every u0 ∈ Mp∗(Rn), there exists a time
T > 0 such that u(x, t) vanishes for t ≥ T . It can be estimated as

(5.3) 0 < T ≤ dm ‖u0‖1−m
Mp := T1(u0),

with dm = (cm κm)1−m is a function of m and n. Moreover, for all 0 < t < T we
have u(t) ∈ Mp∗(Rn) and u∗(t) ≺ U(t; T ) where T is chosen so that U(x, 0; T ) has
the same Mp-norm as u0, i.e., M = cmκmT 1−m.

Proof. The proof is done exactly as in Theorem 2.1 if we further assume that u0 ∈
L1(Rn). By density and continuous dependence, we can extend the comparison results
of Theorem 1.3 to solutions in the Marcinkiewicz class. The result is adapted to the
case m ≤ 0 without major difficulty using suitable approximation techniques that the
theory provides. See Chapter 9 below for a careful treatment of that exponent range.
We recall that constant κm is defined in formula (1.15).
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5.2.2 Consequences

The theorem has an immediate and quite relevant consequence.

Corollary 5.3 Under the assumptions of the theorem, the Mp∗-norm of the solution
profile u(t) is strictly decreasing in time, and we have the estimate

(5.4)
d

dt
‖u(t)‖1−m

Mp∗ ≤ −k.

The best constant k = k(m,n) is attained by the explicit solution (5.2).

Proof. The first statement is almost immediate but anyway is a consequence of the
second. The derivative estimate at t = 0 follows once we see that the explicit solution
satisfies: ‖U(t)‖1−m

Mp∗ = (T − t)/d. In order to obtain the derivative estimate for t > 0
we displace the origin of time.

Formula (5.2) is a selfsimilar solution of Type II in the terminology to be intro-
duced in Appendix 7.1.1. Such solutions play a prominent role in the study of the
rates and patterns of extinction of that chapter. In fact, comparison with the model
example (5.2) implies the remarkable formula (5.4), which is valid for all solutions
u ≥ 0 with data u0 ∈ Mp∗(Rn) and does not depend in its formulation on any specific
information on the data. It is therefore a universal estimate, a quite strong tool in
the study of these equations, and in particular of extinction.

Number k(m,n) express the minimum rate of dissipation of this class of solu-
tions; the main point is that it is not zero! It seems to appear by magic. An easy
computation gives for k = 1/d the exact value

(5.5) k(m,n) = 2πn1−m(n− 2

1−m
)mΓ(

n

2
+ 1)−2/n.

which for m = 0 takes the simple form k(0, n) = 2πnΓ(n
2

+ 1)−2/n with n > 2. Note
that k goes to zero as m → mc.

An immediate consequence of the universal bound is the following lower bound of
the way the solution approaches extinction.

Corollary 5.4 Let u ≥ 0 be a solution of the FDE with 0 < m < mc, n ≥ 3, and let
T > 0 be its extinction time. Then, there exists a constant k(m,n) > 0 such that

(5.6) ‖u(t)‖1−m
Mp∗ ≥ k(m,n) (T − t).

This inequality is optimal for data in Mp∗ .



82 Subcritical range

Remarks. 1) This is the simplest control from below on the rate of extinction.
Theorem 5.2 with its universal estimate and Corollary 5.4 are basic results in the
extinction study. So, they motivate some thoughts. First of all is the fact that (5.6)
can be seen as a partial Harnack inequality near extinction. Note that with respect
to the Harnack inequalities of the heat equation and porous medium equation, it is
reversed, in the sense that it gives an integral lower bound at previous times in terms
of information of what happens later. It goes also contrary to the smoothing effects
of previous chapters, where bounds are from above.

We will discuss the matter of extinction rates in Chapter 7. We will show
solutions that decrease in the L∞ norm with very fast rates, we mean exponents of
(T − t), but they keep the above rate in the norm of Mp∗ .

2) In this parameter range of the FDE, focus has changed into the extinction phe-
nomenon and our tool is the explicit extinction solution (5.2). It is to be noted that it
is formally a close relative of the ZKB solutions (2.2). We only have to put C = 0 in
the free constant and change t into t−T . No need arises to use positive part. We can
say that they are the same algebraic family. The geometrical aspect and functional
properties are however quite different!

3) The relation of the space Mp∗(Rn) with extinction is stressed by the following
scaling transformation:

(5.7) ũ(x, t) = k2/(1−m)u(kx, t)

that keeps time invariant and conserves the Mp norm of the profile u(·, t) if and only
if p = p∗. This means in practical terms that we can perform these (x, u) scalings to
any solution without affecting its extinction time.

5.3 Some basic facts on extinction

Before proceeding with the main line of smoothing effects and extinction, we de-
vote some space to explain a number of important facts on extinction that serve as
background.

5.3.1 Extinction spaces

We may also ask ourselves how natural the functional space is in this game. In order
to clarify the issue we propose the following definition.

Definition 5.1 A normed space X ∈ L1
loc(R

n) is called an extinction space for the
FDE with exponent m if for every u0 ∈ X there exists a solution of the FDE flow
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that vanishes in a finite time T (u0). If moreover T that can bounded above in terms
of the norm of u0 in X, we say that X is an adapted extinction space.

We have the following result

Theorem 5.5 Mp∗(Rn) is an adapted extinction space for the FDE if m < mc, and
every subspace is too. The spaces Lp(Rn) and Mp(Rn) with p > p∗ are not extinction
spaces. Neither are Lp(Rn) and Mp(Rn) when 1 ≤ p < p∗ if m > 0.

The positive statement is already proved. The negative one we will the conse-
quence of the construction of solutions in those Lp-spaces that exist in a nontrivial
way for infinite time. The case p > p∗ is a consequence of the results of 5.1.1: the
selfsimilar solution mentioned there is bounded for all t > 0 and keeps the behaviour
U(x, t) ∼ C(t)|x|−n/p for all times. This means that we have a global-in-time solu-
tion that lives in the space Lp′(Rn) for all p′ > p. It follows that Lp′(Rn) is not an
extinction space for p′ > p∗.

In the case p < p∗, m > 0, suitable solutions are constructed in Subsection 5.4.1,
cf. Theorems 5.10, 5.13, as part of the study of the backward smoothing effect.

A very simple example to show that the L1-norm behaves badly with respect to
estimating the extinction time is given in Exercise 5.1. We invite the reader to do
that homework.

5.3.2 Necessary conditions for extinction

We now show that Mp∗(Rn) is almost the correct space where extinction of nonneg-
ative solutions. The restriction 0 < m < mc is imposed, so that the results do not
apply for m ≤ 0.

Lemma 5.6 For every solution u of the fast diffusion equation with 0 < m < mc

that vanishes in a finite time T > 0, the initial data satisfy a growth condition of the
form

(5.8)

∫

{|x−x0|≤R}
u0(x) dx ≤ c T 1/(1−m)|BR|1/p′∗ ,

with p′∗ = p∗/(p∗ − 1), for every x0 ∈ Rn and every R > 0. The constant c > 0
depends only on m and n.

Proof. We use the well-known local mass estimate by Herrero and Pierre [HP85] that
says that there exists a constant c = c(n,m) > 0 such that for every weak solution
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u(x, t) ≥ 0 of the FDE in Q = Rn × (0, T ) and every 0 < t, s < T , x0 ∈ Rn and
R > 0 we have

(5.9)

∫

{|x−x0|≤R}
u(x, s) dx ≤ c

∫

{|x−x0|≤2R}
u(x, t) dx + c |t− s|µ Rσ,

with µ = 1/(1−m), σ = n− (2/(1−m)). Note that σ > 0 if and only if m < mc.

Assume now that u has extinction time T . Take t → T in the above formula, so
that

∫
u(x, T ) dx = 0 in any ball, and let s → 0. We get the stated condition.

Note that condition (5.8) is a weak form of the Marcinkiewicz norm in the space
Mp∗(Rn). Indeed, we can introduce new spaces of the family of the Morrey spaces.
Our choice is the following.

Definition 5.2 We define the space M̃p(Rn) as the set of f ∈ L1
loc(R

n) such that

|
∫

BR(x0)

|f(x)| dx| ≤ C |R|n(p−1)/p ∀x0 ∈ Rn, R > 0 ,

with norm ‖|f‖|p given by minimum of the C in the above expression.

In the notation of Appendix AI.3, our M̃p(Rn) is called M̃1,λ(Rn) with λ = n/p′,
p′ = p/(p − 1). We have Mp(Rn) ⊂ M̃p(Rn), and the norms are the same for
rearranged functions. We then have:

Theorem 5.7 If a solution u of the FDE vanishes in finite time T , then u(t) ∈
M̃p∗(Rn) for all t < T and there is a c = c(m,n) such that

(5.10) ‖|u(t)‖|p∗ ≤ c(T − t)1/(1−m).

Hence, u(t) → 0 in Lp
loc as t → T for all p < p∗. If moreover u0 ∈ L1(Rn), then

u(t) → 0 in L1(Rn) as t → T .

Proof. We only need to prove the last result, the rest is easy. Since we have conver-
gence in L1

loc, the result holds if we have a uniform bound on exterior domains

∫

{|x|>R}
u(x, t) dx ≤ ε(R)

with ε(R) → 0 as R → ∞ uniformly in 0 < t < T . Now, this is consequence of the
refined version of (3.18) that reads as follows:

(5.11)

∫

{|x−x0|≤R1}
u(x, s) dx ≤ c

∫

{|x−x0|≤R1+R}
u(x, t) dx + c |t− s|µ Rσ,
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with same exponents and constants and arbitrary R1 > 0. We apply this inequality
with s = 0 to conclude that u(t) is uniformly small in L1-norm on exterior domains.

The previous estimate implies in particular a bound from below of the extinction
time in terms of the local L1 norms of the initial data of the form

(5.12)

∫

BR(x0)

u0(x) dx ≤ C T 1/(1−m)Rn(1−p)/p,

which is valid for every solution u with extinction time T and every x0 and R. This
estimate complements the upper estimate (5.6).

5.3.3 Continuous dependence of the extinction time

One may wonder if there is also a bound from above for the extinction time in terms
of an L1-norm. It is clear that this can only hold if the global norm is taken into
account. Recall that we already have such an estimate in terms of the Mp∗-norm,
formula (5.3).

In fact, we pose a deeper question, to prove some dependence of the extinction
time on the initial data in L1-norm. Here is a partial result.

Theorem 5.8 Let us consider the solutions of the FDE with 0 < m < mc and
u0 ∈ L1(Rn) ∩ L∞(Rn). Then, the extinction time T (u) is a continuous function of
u0 in the L1(Rn) norm if we act on bounded subsets of L∞(Rn). Actually, there is a
constant c = c(m, n) such that for two solutions u1, u2 we have

(5.13) |T (u2)− T (u1)| ≤ c‖u0,1 − u0,2‖2/n
1 N1−m−(2/n),

where N = max{‖u0,1‖∞, ‖u0,2‖∞}.

Proof. (i) We may assume without lack of generality that u01 ≤ u02, so that T1 ≤ T2.
The general result will then hold by a comparison argument.

(ii) We know that the solutions are continuous functions of time with respect to
the L1-norm, and in fact the map: u0 7→ u(t) is a contraction in that norm. We want
to control T2− T1 in terms of ‖u0,2− u0,1‖1 ≤ ε and also ‖u0,2‖∞, ‖u0,1‖∞. At t = T1

we have u1(T1) = 0, hence

‖u2(T1)‖1 ≤ ε, ‖u2(T1)‖∞ ≤ N2 = ‖u0,2‖∞.

(iii) Let us prove that under these assumptions ‖u2(T1)‖Mp∗ ≤ δ with δ small. We
have the inequalities

∫

K

u2(t) dx ≤ ‖u2(t)‖1,

∫

K

u2(t) dx ≤ ‖u2(t)‖∞|K|.
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Therefore, we want one of these two options to be true:

ε ≤ δ|K|q, N2|K| ≤ δ|K|q

with q = 1 − (1/p∗). We select the first when |K| is large and the second when
it is small. The optimal dependence of δ on ε is obtained using as dividing value
|K| = c1ε/N2 and then

δ = c2ε
1/p∗N

(p∗−1)/p∗
2 .

(iv) The conclusion follows from Theorem 5.2. We get

T2 − T1 ≤ c δ1−m.

This proves the result.

Remarks. (1) Putting u1 = 0 we get the desired bound from above for the extinction
time in terms of ‖u0‖1 and ‖u0‖∞.

(2) The condition of boundedness can be replaced by u= ∈ Lp(Rn) or u= ∈ Mp(Rn)
with p > p∗ in view of the smoothing effect, Theorem 5.1. We ask the reader to write
the dependence result that replaces (5.13). See Exercise 6.1 for an improvement of
this result to data u0 ∈ Lp∗(Rn).

(3) The result is false is posed in L1(Rn) without any additional restriction on the
size of the data in a convenient space. This is due to the concentration effects of the
solutions with Dirac delta as initial data that imply that solutions with L1 data may
have very large waiting times with ‖u0‖1 ≤ 1. Exercise 5.1.

5.3.4 Dependence of the extinction time on m

We can use the comparison of solutions of equations with different diffusivities (see
Theorem 1.3) to get the following result.

Proposition 5.9 Let u0 ∈ L1(Rn), u0 ≤ 1, and let um be the solution of the FDE
with exponent m ∈ (0,mc). Then, the extinction time Tm(u0) is a monotone increas-
ing function of m.

We are not excluding the possibility that Tm(u0) = ∞ for some or all m. The
result is not true if u is not bounded above by 1, but the times depend monotonically
up to a constant. See Exercise 5.5.
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5.4 The fast-diffusion backward effect

We have no hope of a forward smoothing effect when p lies below the critical line
in the (m, p) plane (i.e., when p < p∗(m)), at least in its strong form, because of
the scaling argument already explained. However, the algebra of similarity exponents
leads to an important novelty, the backward embedding, which is the content of
the present section. Again, the analysis of the phenomenon is intimately tied to the
properties of some special solutions which we study next.

5.4.1 Some selfsimilar solutions

We want to find bounds for the solutions of the FDE with initial data in the low Lp

spaces, 1 < p < p∗ when 0 < m < mc = (n− 2)/n and n ≥ 3. The worst-case lies in
the corresponding Marcinkiewicz space and is precisely given by the function

(5.14) U0(x) = A |x|−γ,

with γ = n/p and any A > 0. Therefore, γ lies in the range 2/(1 − m) < γ < n.
Since function U0 belongs to L1

loc(R
n), the established theory asserts the existence of

a unique weak solution u ∈ C([0, T ) : L1
loc(R

n)) which is positive everywhere as long
as it is defined (we are now well aware of the possibility of extinction in finite time!).
Using the equation scaling as in Lemma 3.2 and Appendix 3.8.1, we conclude that
the solution must have the selfsimilar form

(5.15) U(x, t) = t−αf(|x| t−β),

which in particular means that it will be defined for all t > 0. In order to comply
with the initial data U0(x) = A |x|−γ, the two parameters must satisfy the condition
α = β γ. In order to satisfy the FDE equation, the selfsimilar exponents must be
related by 2β = (1−m)α + 1. Both conditions imply the values

(5.16) β =
1

2− γ(1−m)
, α =

γ

2− γ(1−m)
.

Since in our case γ > 2/(1−m) > 0, we have β, α < 0. Finally, the selfsimilar profile
f as a function of the variable ξ = |x| t−β has to be a solution of the O.D.E.:

(5.17) ξ1−n(ξn−1fm−1f ′)′ + βξf ′ + αf = 0, with ξ > 0, f ′ := df/dξ

(see 3.8.2). After these preparations, we may state the constructive result.

Theorem 5.10 Let m ∈ (0,mc). For every γ ∈ (2/(1−m), n) there exists a unique
solution of the PME of the selfsimilar form (5.15) with initial data (5.14). It has
exponents given by (5.16), and the profile function f(ξ) solves equation (5.17), is
singular as ξ → 0 in the form f(ξ) = Aξ−γ(1 + O(1)), and decreases to zero as
ξ →∞.
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The proof is divided into several stages. The behaviour as ξ →∞, which is quite
relevant for our purposes, will be given separately in Theorem 5.13 below.

Phase-plane analysis. We know that the solution exists and has this selfsimilar
form. We need to study the behaviour of the profile f . General properties indicate
that it is positive, monotone decreasing and tends to zero at infinity. In order to
know more, we perform the analysis after introducing the following variables:

(5.18) ξ = er, X(r) =
ξf ′

f
, and Y (r) = ξ2f 1−m.

Then the functions X and Y satisfy the following autonomous system:

(5.19)

{
Ẋ = (2− n)X −mX2 + (a + bX)Y,

Ẏ = (2 + (1−m)X)Y,

where Ẋ = dX/dr, and we have written a = −α, b = −β, so that a, b > 0. The
reader should consult first the appendix of Section 3.8 about the basic properties of
this system. Let us notice to begin that there exist two critical points

O = (0, 0), A = ((2− n)/m, 0),

in the half-plane Y ≥ 0.

Let us identify the profile of the solution we are studying. It is positive, we only
need to consider orbits where {Y > 0}. Since it is monotone decreasing, we have
X < 0. All together, we work in the quadrant Q = {X < 0, Y > 0}. As for end
values, as ξ → 0, i.e., r → −∞ we will have f(ξ) ∼ Aξ−γ, hence

X(−∞) = −γ, Y (r) ∼ ξ−γ(1−m)+2 →∞

as r → −∞. We explain in Subsection 3.8.3 how a change of parametrization of the
orbit (X(r), Y (r)) allows to obtain profiles with all different constants A > 0 in the
behaviour as r → −∞ from the only one orbit.

We are interested in knowing what happens as ξ, r →∞.

Growth in Q. After reading Section 3.8 if necessary, we see that Y grows as long as
X > c = −2/(1−m), a vertical line which lies to the right of A since n(1−m) > 2.
It decreases for X < c. The growth of X is not so simple, but we know that Ẋ > 0
near the axis X = 0. Indeed, at X = 0 we have

Ẋ = aY, Ẏ = 2Y,

which means that we have outgoing flux on the border X = 0 of Q. These orbits
enter the region X > 0 of increasing profiles f , that do not match our orbit. Note
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also that on the line Y = 0 the flow is tangent and goes towards the origin in the
segment AO, towards minus infinity when X < (2− n)/m.

Indeed, X grows in Q to the right of the ”line of vertical directions”,

Y = fv(X) =
X(mX + n− 2)

a + bX

which passes through the point A = (−(n − 2)/m, 0) and has a vertical asymptote
at X = −a/b = −γ. Note that −(n − 2)/m < −γ < −2/(1 −m). The orbit we are
looking for comes precisely down from that vertical asymptote.

Critical points. The second line of (5.19) selects the values Y = 0 and X =
−2/(1 −m). For Y = 0 there exist the two already mentioned critical points: O =
(0, 0) and A = ((2 − n)/m, 0). They lie on the border of the correct quadrant. The
second option for obtaining a critical point was X = −2/(1−m), and then the first
line gives

Y =
2 (2− n(1−m))

b (γ(1−m)− 2)
= 2 (2− n(1−m)) < 0,

which falls out of the quadrant.

We also need the linearized analysis around the two critical points that lie on the
border of Q.

Proposition 5.11 The linearization of (5.19) around O = (0, 0) has matrix

(
2− n a

0 2

)

with eigenvalues λ1 = −(n−2) and λ2 = 2 and corresponding eigenvectors ~e1 = (1, 0)
and ~e2 = (a, n). Thus, O is a saddle point.

Choosing the correct orbit. The phase-plane analysis leads so far to the conclusion
that the orbit we are looking for must either end in A or approach the axis Y = 0
with X → −∞. Now, in the last case, it will have blow up for X at a finite distance,
since asymptotically Ẋ ∼ −mX2 when X → −∞. This means that f(ξ1) = 0 for
some finite ξ1 > 0. It cannot be the case in our orbit.

We conclude that the connection that we are looking for must end in A, hence as
r →∞ we have X → −(n− 2)/m, which means that

f(ξ) ∼ ξ−(n−2)/m as ξ →∞.

Since n(1−m) > 2 this is integrable at infinity. The construction is complete.

As a curiosity, we give the linearized analysis around the critical point A where
the orbit ends.
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Proposition 5.12 Let m > 0, n > 2. The linearization of (5.19) around A =
((2− n)/m, 0) has matrix

(
n− 2 −αm+(2−n)β

m

0 n(m−1)+2
m

)

with eigenvalues λ1 = n− 2 > 0 and λ2 = (n(m− 1) + 2)/m < 0 and corresponding
eigenvectors e1 = (1, 0) and e2 = (c, 1) with c > 0. A is a saddle point.

Y 

X γ (2−n)/m O 

Figure 5.1. Phase-plane graph of the selfsimilar
solutions for the backwards effect.

The data of Figure 5.1 are: n = 3, m = 1/6, γ = 5/2. They satisfy that n(1−m) > 2
and 2/(1−m) < γ < n. Then, p = n/γ = 6/5 < p∗ = n(1−m)/2 = 5/4. Besides,

a =
γ

γ(1−m)− 2
= 30, b =

1

γ(1−m)− 2
= 12.

The computation focuses on the region X ≤ 0, Y ≥ 0. The orbit we look for, as the
desired selfsimilar solution, starts up from the saddle point (n − 2)/m, 0) = (−6, 0)
and goes to the asymptote X = −γ. There are more curves to the right, they start
at the asymptote and cross the vertical axis to get out of the quadrant. To the left,
they go to Y = 0, X → −∞. Summing up, we have

Theorem 5.13 The unique selfsimilar profile corresponding to the solution with
initial data (5.14) behaves at infinity like

(5.20) f(ξ) ∼ cξ−(n−2)/m.

Therefore, U(x, t) is integrable in Rn for all t > 0

(5.21)

∫

Rn

U(x, t) dx < ∞.
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Moreover, The solution has for fixed t > 0 the asymptotic behavior

Um(x, t) ∼ tσ

|x|n−2
, |x| → ∞,

with

σ = β (n− 2)− αm = b(mγ − (n− 2)) =
n(m− p) + 2p

n(1−m)− 2p
< 0.

Note also that the special orbit satisfies the bounds −(n − 2)/m < X(r) < −γ.
Using formula (5.15) we conclude that

ut = bta−1f(ξ)(X + γ) < 0,

which shows that ut < 0 everywhere.

5.4.2 The backward estimates

We can now formulate the backward embedding result. By this we mean that data
u0 ∈ Mp(Rn) (in particular, Lp(Rn)) produce solutions u(t) ∈ L1(Rn) for all t > 0.

Theorem 5.14 Let n ≥ 3, 0 < m < mc and 1 < p < p∗. For every u0 ∈ Mp(Rn),
and every t > 0 we have u(t) ∈ L1(Rn) and

(5.22) ‖u(x, t)‖1 ≤ c(m, n, p, 1) ‖u0‖σ(p)
Mp t−α(p)

with

(5.23) α(p) =
n(p− 1)

n(1−m)− 2p
, σ(p) =

p (n(1−m)− 2)

n(1−m)− 2p
.

With these formulas, Lq-decay as t → ∞ occurs whenever 1 ≤ q < p < p∗. We
leave it as an exercise for the reader to prove the general formula by interpolation of
the previous cases.

Remark. Being used by now to the Forward Effect, it may look at first sight that
the Backward Effect (BE) implies no improvement in the knowledge of the function,
and this is true at the local level. The significance of the BE is understood when we
realize that the information we get corresponds to the better behaviour as x → ∞.
We will add some illuminating information on the significance of this improved decay
and its relation with the standard smoothing in Section 7.5 when treating the Yamabe
flow.
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Basin of attraction into L1(Rn)

The backwards smoothing effect can be stated for Functional Analysis buffs in the
following way:

Functional Version of the BE. Data in the spaces Mp(Rn) are ‘attracted’ into
L1(Rn) for positive times of the FDE evolution if 0 < m < mc and 1 < p < p∗.

See in this respect the open problem posed at the end of the chapter.

5.4.3 An excursion into extended theories

Once started, the preceding phase-plane analysis has a certain life of its own and
leads to some novel directions and results. Let us briefly present one of them.

The type of connection in phase plane we have been looking for exists whenever
γ > 2/(1 −m) and the existence has nothing to do with the bound γ < n, which is
equivalent to choosing locally integrable selfsimilar solutions u(t) ∈ L1

loc(R
n) for all

t, a reasonable assumption for the existence theory but not strictly needed.

We can easily see that when γ ≥ n the same type of connection exists and still
enters as ξ → ∞ the point A. It corresponds to a selfsimilar solution defined for
x 6= 0 and all t ≥ 0 with initial data of form

(5.24) U(x, 0) = A |x|−γ,

For t > 0 the solution U(x, t) has this precise behaviour as |x| → 0, which is non-
integrable for γ ≥ n; on the other hand, it always has an integrable behaviour as
|x| → ∞. Therefore, we have a strong form of the BE.

The theory of solutions with non-integrable initial singularities that stay singular
in time has been completely developed for the FDE in the upper range mc < m < 1
by Chasseigne and the author in [ChV02] under the name of extended continuous
solutions with strong singularities. However, the theory of such solutions for m ≤ mc

is still partially understood. Since this is a diversion from the main subject, we will
refrain from pushing more the topic and propose some exercises to the interested
reader.

5.5 Explaining how mass is lost

Extinction is an important phenomenon in the theory of nonlinear diffusion that
begs for an explanation. Next, we analyze the issue in different ways, using physical
concepts of diffusion or particle approach.
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5.5.1 Flux at infinity

We will try to provide a first explanation for solutions with integrable data. We will
adopt the idea of considering the flow u(x, t) as the evolution in time of a spatial
mass distribution with density function u(·, t) and mass

(5.25) M(t) =

∫
u(x, t) dx.

We have counted on the conservation of this aggregated quantity for m ≥ 1, even in
fast diffusion when m ≥ mc. A simple way of justifying that claim to integrate in a
ball of radius B at time t and obtain

d

dt

∫

|x|≤R

u(x, t) dx =

∫

|x|=R

∂um

∂n
dS = Rn−1

∫

|x|=1

∂um

∂n
(Rx, t) dσ := Φ(R, t),

where ∂/∂n indicates normal derivative and dσ is the area element on Sn−1. If u is
radial, as the model solutions are, we have

d

dt

∫

|x|≤R

u(x, t) dx = nωnRn−1∂um(R, t)

∂r
.

Replacing the last derivative by the value in the model cases we see that it goes to zero
as R → ∞ whenever m > mc. Indeed, for mc < m < 1 we have u(r, t) ∼ r−2/(1−m).
But the calculation with the same type of asymptotic behaviour gives an infinity flux
as R →∞ in case m < mc. It means that either the asymptotic behaviour as x →∞
is different, or the total mass is not conserved, or both. In fact, the latter is true,
some mass is lost as time grows.

The argument of conservation of mass can be extended to general solutions in case
m > mc by using for instance the Herrero-Pierre inequality (3.18)

∫

{|x−x0|≤R}
u(x, s) dx ≤ c

∫

{|x−x0|≤2R}
u(x, t) dx + c |t− s|µ Rσ,

with µ = 1/(1 − m), σ = n − (2/(1 − m)). Since exponent σ is negative we may
let R → ∞ for fixed s and t and conclude that the total mass is constant (if it is
finite). On the other hand, σ > 0 for m < mc and loss of mass is possible. Indeed, in
this case we have seen that the solutions with minimal behaviour have a first-order
expansion u(r, t) ∼ c(t)r(2−n)/m. This formally gives an outgoing flux at r = R

Φ(R, t) ∼ −c(t)nωn,

which means in the limit that M ′(t) = −c(t)nωn, as verified in practice for the
selfsimilar solutions to be constructed in Chapter 9. On the other hand, the solutions
with behaviour u ∼ c(t)r−2/(1−m) as r → ∞ have both infinite mass and infinite
outgoing flux. So the main question is, where is all this lost mass going?
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5.5.2 Mass goes to infinity

An answer is provided by the approximation with strictly positive data,

(5.26) u0ε(x) = u0(x) + ε.

We first observe that the solution with these data, uε(x, t) exists for all time that
vε(x, t) = uε(x, t)− ε is an integrable distribution that conserves mass.

Secondly, we can prove that uε(x, t) converges in a monotone way to u(x, t), and
the convergence takes place in L1(QT ), with QT = BR(0) × (0, T ), for every R and
T . By interior regularity, the convergence is uniform in QT if u0 is continuous. This
means that

lim
ε→0

∫

|x|≥R

(uε(x, t)− ε) dx = M(0)−M(t).

This is where the lost mass is when you approximate: it lies in exterior sets of the
form |x| ≥ R (i.e., neighbourhoods of infinity). The fact that mass is lost to infinity
is a manifestation of the very fast diffusion process for small densities.

5.5.3 Escape to infinity of particles

sec-particle

A very clear explanation of the phenomenon of mass loss by escape to infinity
in the subcritical FDE comes from considering the solution u ≥ 0 as the density of
a substance composed of particles and the FDE as an instance of the general mass
conservation law of continuum mechanics,

(5.27) ut +∇(uv) = 0,

also called the transport equation. As explained in Appendix AII, the pointwise
velocity of the particles is then defined as

(5.28) v = −um−2∇u = − 1

m− 1
∇um−1.

The definition makes sense mathematically even if m < 1.

When we apply the particle approach to solutions having a specific asymptotic
behaviour as |x| → ∞. We have to integrate the kinematic equation for the trajecto-
ries dx/dt = v(x, t), where the vector field is known through the solution u(x, t), to
obtain the way in which particles that are initially located far away diverge to infinity
with time. This needs precise information on the behaviour of v.

(I) We have explained in Section AII.2 the behaviour for compactly supported
solutions of the PME, the HE, and also the FDE in the range mc < m < 1. The
conclusion is that particles go to infinity with a power rate x(t) ∼ c tβ.
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(II) Let us now consider the same situation for the fast diffusion equation in the
range 0 < m < mc. In this case, we have some solutions with the behaviour

u ∼ cm((T − t)/x2)1/(1−m),

cm−1
m = |β|(1 − m)/2, where now β = 1/(2 − (1 − m)n) < 0. We get a divergent

behaviour for the speed

(5.29) v ∼ |β|x/(T − t),

which looks like the ZKB behaviour but has T − t instead of t. Integrating, we get

(5.30) x(t) ∼ x0 (T − t)−β.

and the particles reach infinity at the extinction time T . Remember that in those
cases the total mass is infinite.

(III) Even more extreme is the situation when we consider for 0 < m < mc the
selfsimilar solutions describing the backward effect, cf. Theorem 5.13, which have
minimal behavior of the form

(5.31) um(x, t) ∼ tσ

|x|n−2
, |x| → ∞,

with σ < 0, or any other solutions with similar behaviour as |x| → ∞. In that case
the trajectories go to infinity at times between 0 and T in a way that can be explicitly
integrated and gives a behaviour of the form

x(t) ∼ c(t∗ − t)−µ

for some c, µ > 0 and 0 < t < t∗ < T . This explains precisely how mass is lost in a
continuous way in the time interval (0, T ). ///

5.5.4 An illuminating example of mass loss

A convenient way to understand the phenomenon of loss of mass towards infinity lies
in the study of the source-type solutions. We take the limit case, m = 0, n = 2
that will be studied in Chapter 8 for which the mass loss effect is also true, and we
approximate it with source-type solutions with n = 2 and 0 < m < 1. They read:

(5.32) Um(x, t; M) =

((
4πt

M

)(1−m)/m

+
(1−m)x2

4mt

)− 1
1−m

.

We see that the limit m → 0 is singular. On the one hand, immediate inspection
shows that Um(x, t) → 0 as m → 0 uniformly in the set t ≥ M/4π. This is extinction
in quite explicit form.
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In order to understand how that happens we perform two kinds of computations:

(i) We compute the spread of the mass of the solution before extinction by means of
the function outside a given ball and we find the expression

Mm(R, t) :=

∫

|x|≥R

um(x, t) dx = 4πt

[(
4πt

M

) 1−m
m

+
(1−m)R2

4mt

]− m
1−m

.

We have 0 ≤ Mm(R, t) ≤ M . There is now a crucial observation: if we take the limit
of this expression as m → 0, it amounts precisely to 4πt as long as 4πt ≤ M , and
to M when 4πt ≥ M . The rate of mass loss per unit time, 4π, is a kind of magical
number, independent of M . Summing up, we have

lim
m→0

∫

BR(0)

Um(x, t; M) dx = M − 4πt,

whenever 0 < R < ∞ is fixed and t < M/4π. This shows a very precise rate
in which the mass is lost. We will return to this computation in Subsection 8.2.1
when explaining the mass loss phenomenon in logarithmic diffusion. We propose to
complete this computation in Problem 5.13.

(ii) According to what we have explained for the ZKB solutions a moment ago,
the trajectories of the particles are given by

x(t) = x1 t1/2m

In the limit the only possibility is that they stay at the origin for a time, in number
enough to form the mass M − 4πt, and then they jump instantaneously to x = ∞.

5.6 The end-point m = mc

The FDE with critical exponent mc = (n − 2)/n is somewhat special, as befits a
borderline situation. The critical p is then p∗ = 1. By Theorem 5.1 we know that the
strong smoothing effect holds from all Lp, p > 1 into L∞(Rn). Let us examine here
the case p = 1 in dimensions n ≥ 3, so that mc > 0. This case has not been discussed
yet.

There is a main difference with the rest of the critical line. Namely, there is no
extinction in this case; on the contrary, it is known that mass conservation holds,∫

u(x, t) dx =
∫

u0(x) dx, cf. [BC81]1. Therefore, to every nontrivial initial data
u0 ≥ 0 there corresponds a unique solution u ∈ C([0,∞) : L1(Rn)) that conserves

1The proof is based on the fact that mass conservation is true for m > mc and the solutions
depend continuously on the nonlinearity in C([0,∞) : L1(Rn)).
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its mass globally in time. It is moreover proved that when the solution is locally
bounded then u ∈ C∞ in (x, t).

Next novelty which may come as a surprise: since the strong smoothing effect is
true for m > mc, by taking some limit of the smoothing effects for m > mc we could
expect that a smoothing effect from L1 into L∞ would be true with a decay rate faster
than all negative powers of time maybe (since the exponent α in the smoothing effect
tends to ∞ as m ↘ mc. Actually, such an effect is not true in the present case even
in its weak version. This contradicts the panorama of Chapter 6 where we will show
the boundedness result on the critical line in the weak sense.

Let us recall that the situation of the critical end-point is different for dimensions
n = 1 (mc = −1) and n = 2 (mc = 0) since we are then in the super-fast diffusion
range. See Section 9.4 and Chapter 8 below resp.

5.6.1 Exponential decay at the critical end-point

Exponential decay holds for the FE with critical exponent mc for a large number of
initial data as we show next, but not for all L1 data. This partial weak effect with
exponential rate is the following

Theorem 5.15 Let m = mc and n ≥ 3. Solutions in L1(Rn) ∩ L∞(Rn) decay in
time according to the rate

(5.33) log(1/‖u(t)‖∞) ∼ C(n)M−2/(n−2)tn/(n−2)

as t →∞, M = ‖u0‖1. This rate is sharp.

This decay was calculated by Galaktionov, Peletier and Vázquez in [GPV00],
based on formal analysis of King [Ki93]. The proof uses a delicate technique of
Matched Asymptotics that falls out of the scope of the present work. We refer also
to the book [GV03, Chapter 5] for this and related issues.

So far we have concluded that solutions with data in L1(Rn) ∩ L∞(Rn) decay in
time with a super-exponential rate. On the other hand, the selfsimilar solutions with
data in MP (Rn) with p > 1 that serve us as comparison functions in Theorem 5.1
decay like a power u(x, t) = O(t−αp) where α ranges from 0 to infinity. There are
intermediate solutions with explicit exponential decay. Here is an explicit example:

(5.34) u(x, t) =
1

(ax2 + be2nat)n/2
,

with free parameters a, b > 0. This is one of the rare examples of explicit solution in
this book that is not selfsimilar. Note the we can get plain exponential decay

‖u(t)‖∞ = O(e−2nat)
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with all coefficients a > 0. Note also that u0 6∈ L1(Rn) but u0 ∈ Lp(Rn) for all p > 1,
that u is an eternal solution (i.e., it lives for −∞ < t < ∞), and that ut < 0.

5.6.2 No strong or weak smoothing

Let us now address the negative result. It has been proved in [ChV02] that even a
weak smoothing effect from L1(Rn) into L∞(Rn) does not hold. We prove here a
stronger version of that result.

Theorem 5.16 Let m = mc and n ≥ 3. There is no smoothing effect, even in weak
form, from L1(Rn) into any Lp(Rn) with p > 1.

The proof is based on the construction of some solution that does not have the
required Lp-regularity for any p.

Example 5.6.1. There exists a positive function u0(x) ∈ L1(Rn) such that the
solution of equation ut = ∆(um/m) with m = (n− 2)/n, n ≥ 3, is not in Lp(Rn) for
any p > 1 and any t > 0. Moreover, u(0, t) = ∞ for all t > 0. We can construct one
such solution that is smooth for x 6= 0, t > 0.

Proof. (i) We start with a smooth and compactly supported initial function, ϕ1(x),
that gives rise to a smooth and positive solution u1(x, t) of the equation which con-
serves the initial mass, say ‖u1(t)‖1 = ‖ϕ1‖1 = 1 for all time. It decays as t →∞ in
the exponential manner described by (5.33).

Now, we obtain a collection of smooth solutions uk with mass 1/k2 by means of
the scaling transformation

(5.35) vk(x, t) =
λk

k2
u1(λ

1/n
k x, k4/nt),

where λk will be chosen below as a steeply increasing function of k. In this way, for
every p ≥ 1 we have

‖vk(t)‖p = λ
(p−1)/p
k k−2‖u1(k

4/nt)‖p.

We now fix t = 1 and take the sequence of norms ‖vk(1)‖p, whose behaviour is known
to us through the behaviour of u1 for large times. The precise behaviour of u1 is given
by the estimate (see [GV03], page 171):

log(1/u1) ∼ C1(n)tn/(n−2)

in a region of the form |x| ≥ R(t), with log R(t) ∼ C2(n) tn/(n−2). Therefore,

log ‖u1(t)‖p ≥
(

C2n

p
− C1

)
tn/(n−2).
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We get in any case a uniform estimate,

‖vk(1)‖p = λ
(p−1)/p
k k−2‖u1(k

4/n)‖p ≥ Cλ
(p−1)/p
k k−2e−Ck4/(n−2)

with uniform constants C = C(n). We only need to choose a highly increasing λk to
make this expression tend to infinity as k →∞, no matter what is the value of p > 1.

(ii) Next, for the actual example we consider the solution u(x, t) with data

u0(x) =
∞∑

k=1

vk(x, 0).

Clearly, u0 ∈ L1(Rn). Also, by comparison u(x, t) ≥ vk(x, t) for every i. Therefore,

‖u(1)‖p = ∞ ∀p > 1.

We translate this result into the interval t ∈ (0, 1) using the universal inequality
ut ≤ u/(1−m)t, [BC81b], since it implies that t 7→ u(x, t)t−1/(1−m) is a non-increasing
function for a.e. fixed x ∈ Rn.

(iii) We have proved the result for 0 ≤ t ≤ 1. A scaling argument allows to prove
it for 0 ≤ t ≤ T for any T . By using a solution with data the sum of solutions of this
form, an example valid for all times 0 ≤ t < ∞ is obtained. We leave to the reader
to complete those easy details.

(iv) If moreover, we choose φ1 to be radially symmetric and nonincreasing in |x|,
then all the vk(t) will have the same property, hence so will u in the limit. The fact
the u(t) is integrable implies in that case that u(x, t) is bounded on sets of the form
{(x, t) : |x| ≥ r, t1 ≤ t ≤ t2}. On the other hand, the divergence of the Lp norms
implies that

lim
x→0

u(x, t) = ∞ ∀t > 0.

Finally, general theory implies that locally bounded nonnegative solutions are indeed
C∞-smooth and positive.

The idea of the construction is a variation of the one contained in paper [ChV02,
Appendix A3], which considered the nonexistence of the effect L1(Rn)-L∞(Rn). We
cover here all spaces Lp with p > 1. This forces the present construction to be
technically more involved than the one in [ChV02].

Example 5.6.2. By adding initial data of the previous form, given any countable set
S ⊂ Rn we can construct a solution u ∈ C([0,∞) : L1(Rn)) of the FDE with critical
exponent m = mc that has a standing singularity at all points of the set S (standing
singularity means that the solution is singular there for all times).
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5.7 Extinction and blow-up

We devote this section to transform the extinction problem into a blow-up problem,
i.e., one in which solutions tend to infinity in finite time. In view of the widespread
interest in blow-up problems, and the advanced state of the studies in that field, the
transformation can provide useful insights or produce interesting consequences of the
extinction results.

5.7.1 The pressure transformation v = um−1

The theory of the porous medium equation has been much influenced by the con-
sideration of the so-called pressure variable, which is v = um−1 with or without a
normalizing constant factor. Using this transformation (without extra factor) on the
FDE, we get the equation

(5.36) vt = v∆v − κ|∇v|2, κ = 1/(1−m),

which applies for all m 6= 1. In the FDE range m < 1, v is an inverse power of u and
the questions about vanishing of u transform into equivalent blow-up problems for v.

There are some features to be noted. The left-hand side of the pressure equation is
quadratic in both terms, simpler to deal with in principle than the original equation,
though this guess is not justified in practice. The former exponent m has become
now part of a coefficient. The values m = 1, mc and 0 correspond respectively to
κ = ∞, n/2 and 1, which does not seem very illuminating. On the other hand, the
term κ|∇v|2 works in the direction of inhibiting blow-up. We have seen above that
there is no blow-up for m > mc which corresponds to κ > n/2. This Chapter has
shown that many solutions have blow-up when κ < n/2, and there is no blow-up if
κ = n/2. We conclude that the existence of blow-up depends on a coefficient, which
is a sign that we are moving in a borderline situation.

The questions we are discussing (does u become zero, where, why and in which
way?) and their answers, translate into the following questions:

(i) Are there solutions v that become infinite after some finite time for an equation
with given κ? which data correspond to blow-up solutions? (existence of blow-up).

(ii) Where and how does this happen? (mode of blow-up)

The second question will be discussed more in earnest in Chapter 7.
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5.7.2 The Transformation w = um

Making use of this new transformation in one space dimension, we pass from the FDE
to

(5.37) wt = wα∆w, α = (m− 1)/m.

Nothing really new seems to happen for m > 0, which means α < 1, so that the
diffusivity coefficient wα is sublinear. Now m = 1,mc and 0 become α = 1, (2/(n−1)
and ∞. On the other hand, for m < 0 we observe that w is an inverse power of u,
so that the problems related to positivity (i.e., whether u vanishes or not), transform
again into blow-up problems for w, i.e., whether w becomes infinity and how.

The above transformation does not apply in the limit case m = 0, but we may
perform a suitable change, and then the case falls into a similar pattern. Just observe
that the original equation is ut = ∆(log u), hence the transformation must be replaced
by w = − log u, i.e., u = e−w. We get

(5.38) wt = ew∆w,

with u = 0 transformed again into w = +∞. Formally, this case is a limit of the
previous one as α →∞.

The same questions about blow-up can be put in this context.

5.8 Comments, extensions and historical notes

Section 5.1. The Critical Line 2p + mn = n we have introduced is relevant for
the PME/FDE posed in the whole space; the presence of boundary conditions would
completely alter the picture. Note that there are studies of extinction under different
boundary conditions, see [DD79].

We recall that solutions with initial data that do not decay at infinity need not
extinguish or even go to zero as t →∞. Thus, the solution with constant initial data is
constant in space-time. Even solutions that decay slowly at infinity do not extinguish,
e.g., the selfsimilar solutions with initial data u0(x) = c|x|−γ, γ < (1−m)/2.

On the other hand, solutions in Lp spaces with p smaller than critical may have a
singular behaviour at say x = 0 for all times and not have extinction in finite time. An
extreme case in that direction is the case of a Dirac delta u0(x) = M δ(x). As Brezis
and Friedman proved, the limit of any reasonable approximation is u(x, t) = M δ(x),
so that no diffusion takes place at all (we ask the reader to prove a simple version of
that statement in Exercise 5.1).
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Section 5.2. The first extinction result for Lp spaces is due to Bénilan and Crandall,
[BC81]. The use of the Marcinkiewicz space in formulating a sharp extinction result
was first announced in [ChV02].

Universal rate. These results are new. The magical number k(m,n) expresses the
minimum rate of dissipation of this class of solutions; it seems to appear by magic,
but we will see another manifestation of such a magical number in Section 8.2.1
when discussing logarithmic diffusion (for m = 0, n = 2) and there is a beautiful
explanation in terms of geometry. In that case the norm in L1 and the number is 4π.
This can be obtained just as a formal limit of our universal estimate above.

A very interesting Open problem would be to investigate its deep meaning.
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Universal estimates. Note that all nonnegative solutions of the FDE for m < 1
satisfy the pointwise estimate

(5.39) ut ≤ u

(1−m)t
,

but such an estimate is of small use in extinction problems. It proves at least that
a solution that vanishes at a point does not rise up later. Note that for m > 1 the
estimate goes in the other direction, ut ≥ u/(m− 1)t), and the qualitative conclusion
is that a solution that is positive at a point x0 and time t0, will be positive at this
point for all later times t > t0; no extinction is thus possible.

The material in the rest of the subsections on extinction spaces, necessary condi-
tions and control of T is new.

Section 5.4. The backward effect is new to our knowledge.

The fact that a solution that vanishes identically continues to be zero for later
times holds for problems in the whole space or for problems in a bounded domain
with zero boundary conditions; it would not be true if we work in a bounded domain
and nontrivial boundary conditions appear later on.

An extension. Getting out of L1
loc(R

n)

As an extension of the previous results, we can consider the existence of solutions
when the data are not locally integrable and the relevant estimates. As we have said,
the theory of the PME and the HE allows for initial data to be taken in L1

loc(R
n)

under some growth conditions as |x| → ∞, with no condition if m < 1 if the cases of
non-existence are interpreted as instantaneous extinction.

We want to comment here on the possibility of non-locally integrable data. In
the case of the PME and the HE there are no solutions having such type of data;
they would simply blow up at t = 0+. Moreover, when the data are approximated by
an increasing sequence u0n of nice integrable data, the solutions un tend to infinity
everywhere (instantaneous blow-up). See for instance [ChV02b].

Subsection 5.5.1. The phenomenon of outgoing flux at infinity will be analyzed in
great detail in Chapter 8 in the transition cases n = 1, 0 < m ≤ 0 and n = 2, m = 0,
since in those cases it causes non-uniqueness of solutions of the Cauchy Problem.

Subsection 5.5.3. We recall that studying fluids and other continuous media
through the motion of particles is called the Lagrangian approach.

Subsection 5.5.4. The analysis of the limit of the source solutions in the limit is
taken from [VER96].

Section 5.6. The exponential decay for m = mc is described in Chapter 6 of
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[GV03]. The examples of unboundedness are new, but are based on the construc-
tion of [ChV02].

Section 5.7. The material of this section is basically taken from [Va05], where the
interest was only in the case n = 1, −1 < m ≤ 0, to be discussed in Section 8.1.

General information about blow-up problems for reaction-diffusion equations can
be obtained from many sources, like [BE89, GV02, S4-87]. Many examples of asymp-
totic behavior for nonlinear heat equations are worked out in the text [GV03]. The
range −1 < m ≤ 0 is equivalent to γ ∈ (1/2, 1), not very illuminating.

The reader is referred to [Va04c] for a detailed discussion of the one-dimensional
pressure equation for this fast diffusion equation, even if the emphasis there is laid
on free boundary solutions.

Exercises and open problems

Exercise 5.1. Approximations of the delta function. (1) Let ϕ ≥ 0 be a
bounded and continuous function with M =

∫
Rn ϕ(x) dx > 0, and consider it as the

initial data for a solution of the FDE with 0 < m < mc. Let T > 0 be the extinction
time of that solution. Put θ = n(1−m)− 2 > 0, and use the scaling transformation

uk(x, t) = knu(kx, k−θt)

to construct solutions uk with the same initial mass and with extinction times Tk =
kθT → ∞. Show that for every t > 0 we have u(x, t) → M δ(x) as k → ∞ (in the
weak sense).

(2) Take the ZKB solutions Um with m > mc and let m → mc. Prove that

lim
m→mc

Um(x, t; M) = M δ(x)

in Q = Rn × (0,∞).

This exercise suggests that the Dirac mass is not diffused by the FDE with critical
or subcritical exponent, so that a Dirac delta at x = 0 that does not change in time
is the correct answer to the question of how the mass diffuses with time.

Exercise 5.2 In line with Remark 2) at the end of Section 5.2 on the resemblance
with the ZKB solution, we may adapt these solutions to this range of parameters by
changing them even less in shape if we do not make the restriction C = 0.

(i) Get the formulas

U1−m =
T − t

k|x|2 + C(T − t)2β
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where β = −1/(2 − n(1 −m)) < 0. Describe the solutions that are obtained when
C > 0. Show that these solutions have bounded profiles with fat, non-integrable tails,
even if the algebraic decay is the same as in the FDE with m > mc.

(ii) Show that in the case C < 0 the solutions are defined away from a central hole.
Write the precise domain where the formula applies. Note that since the solution is
infinite on the border of the hole, it serves as a universal barrier for the influence of
any solution with data supported in the hole. Cf. Exercise 3.4.

Exercise 5.3. Compute the exact value of k in formula (5.5).

Exercise 5.4. (i) Show that Lp∗(Rn) is an adapted extinction space. (ii) Show that
it is not adapted from below in that sense that there are solutions with initial data
uon with Lp∗ norm going to 1 such that the solutions have extinction times Tn → 0.
Equivalently, the initial norms may go to infinity and the extinction times converge
to 1.

Hint for (ii) Use for instance a monotone sequence of bounded and compactly sup-
ported functions uon converging to the initial function of formula (5.2) with T = 1.

Exercise 5.5. Prove the monotone dependence of T on m, Proposition 5.9.

Hint: Prove that whenever um(t) is the solution of the FDE with exponent m and
0 < t < Tm(u0), and 0 < m′ < m, then

∫
um′(x, t) dx ≤ ∫

um(x, t) dx.

Exercise 5.6. Dependence of the solutions with dimension. (i) Assume that
u0 is a radially symmetric, bounded and rearranged function that when considered
as the initial data for the FDE in dimension n, produces a solution that vanishes
identically in a finite time T . Show that the same will happen in dimension n′ > n.

(ii) Note that the explicit extinction solution U(x, t) has a formula where the power
is independent of dimension. Looking at the constant, show that the extinction time
decreases with increasing n. Generalize this property to other solutions.

Exercise 5.7. Dependence on m. Let u be a radially symmetric solution of the
FDE with exponent m, with 0 ≤ u ≤ 1 and let T be the extinction time. Under
the assumption that ut ≤ 0, conclude that the FDE with exponent m′ ∈ (0,m) and
initial data u0 generates a solution that has an extinction time T ′ ≤ T .

Exercise 5.8. This exercise completes the study of the orbits of the selfsimilar
system of Section 5.4.1. Analyze the behaviour of the rest of the orbits that originate
from the asymptote X = −γ in the phase plane in the same way as the backward
profiles of Theorem 5.13, but go either towards X → −∞ or towards X → +∞.
Show that they are solutions with changing sign in the first case, with blow-up at a
finite distance in the second.

Exercise 5.9. Fill in the details of the construction of Example 5.6.2. above.
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Open problem. The technical problem we pose is: to determine the best space that
is attracted by L1(Rn), or at least a better space than X =

⋃{Mp(Rn) : 1 < p < p∗}.
Note that the range of exponents is sharp since we know that X cannot contain
Mp∗(Rn).

Exercise 5.10. Show that the selfsimilar solutions with data (5.24), with γ ≥ n and
mc > m > 0, are extended continuous solutions and limits of approximations with
locally bounded data.

Hint: Use the results of [ChV02].

Exercise 5.11. Investigate what happens with the solutions of the PME (m ≥ 1)
when we take initial data with ‘critical exponent’ U0(x) = A |x|2/(m−1) and A > 0 .
Find the equivalent for m = 1 and for m ∈ (mc, 1).

Hint: For m > mc the solutions grow, [ChV02]. For m > 1 they even blow up in
finite time, [Ar86].

Let us end this topic with a beautiful and curious situation.

Exercise 5.12. Show that for the precise value γ = (n− 2)/m we get the constant-
in-time extended solution

(5.40) U(x) = A |x|−(n−2)/m ,

valid for A ≥ 0 and mc ≥ m > 0. Prove that it is not a solution in Q = Rn × (0, T )
for any m > mc. Find the correct form of the solution in those cases.

Hint: Justify that when m ≤ mc it is a solution also at x = 0 in the sense of the
preceding exercise. Note that we include also the borderline case m = mc. The
negative part can be explained through the appearance of Delta functions in the
right-hand side (in the sense of distributions). For m ∈ (mc, 1) we mean by solution
the broadest definition, extended continuous solution.

Exercise 5.13. (i) Justify the calculation of the mass in Subsection 5.5.4.

(ii) Compute the size of the ball Br that contains a given part of the total mass,
M1 = aM with 0 < a < 1, at a given time t > 0, and find the formula

1−m

4m
r2 =

(
4πt

aM

) 1−m
m

(1− a
1−m

m )

Sketch the graphs for m ≈ 0.

(iii) Examine the particle approach to see how particles move to infinity for m > 0
and in the limit m = 0.

Exercise 5.14. (i) Find solution (5.34) as part of a more general search for explicit
solutions. Consider the pressure v = um−1 and try formulas of the form

v(x, t) = F (x) + G(t).
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Show that they succeed for m = mc and then find solution (5.34).

(ii) Take the limit b = 0 to find the profile u(x, t) = C |x|−n as a stationary solution
of the FDE with critical exponent. This shows an example of solution that does not
decay in time while it decays in space with a power as large as possible.
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Chapter 6

Improved analysis of the Critical
Line. Delayed regularity

We continue here the analysis of the functional properties of the evolution semigroup
generated by the FDE on the critical line, i.e., when m < mc and p assumes the
critical value p∗ = n(1 − m)/2. The question we address here is boundedness, i.e.,
finding conditions on u0 under which function u(·, t) is bounded for all t > 0. In that
respect, Theorem 5.1 implies that data in M q(Rn) generate bounded solutions for
t > 0 when q > p∗. In view of Example (5.2) and Theorem 5.2, we cannot ask for a
similar result when data are taken in Mp∗(Rn).

However, the study of that space offers a clue to interesting results that we want
to develop in this chapter. Indeed, we have seen that some solutions having an initial
singularity in Mp∗(Rn) evolve for a time keeping the singularity, and eventually vanish
in finite time. This can be seen as an extreme form of regularization after some delay.

6.1 The Phenomenon of Delayed Regularity

In order to better understand the dynamics of such processes, it is advisable to pass to
a more general setting, like some space of locally Mp∗ functions. Note that we cannot
ask for extinction in finite time if the space contains in particular the constants,
since constant initial data produce constant solutions. We then pose the following
problem: to find optimal or nearly optimal spaces of initial data that produce bounded
solutions.

Actually, the investigation of this question has led the author to a very interesting
phenomenon: there are solutions that become bounded only after a finite time. The
functional space where this phenomenon will be studied is

X∗ = Mp∗(Rn) + L∞(Rn) ⊂ Mp∗
loc(R

n).

109
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Before we state the result, we recall from the Preliminaries (Subsection 1.1.5) the
definition of the functional

(6.1) Np(f) = lim
A→∞

‖(|f | − A)+‖Mp

which applies when f is a measurable function such that (|f | − A)+ ∈ Mp(Rn) for
some A > 0, i.e., for functions in the space Mp(Rn) + L∞(Rn). Note that the limit
is zero for f ∈ Lp(Rn) but is not zero in the case of model example (1.14).

The following result contains the main quantitative estimates that support the
phenomenon of delayed boundedness indicated above.

Theorem 6.1 Consider the FDE (2.1) in the range m < mc and let p∗ = n(1 −
m)/2 > 1 be the critical exponent. Let u ≥ 0 be a solution with initial data u0 in the
space X = Mp∗(Rn) + L∞(Rn). Then, there is a time T > 0 after which the solution
is bounded and continuous. More precisely, there is a constant c = c(m,n) > 0 such
that

(6.2) T ≤ c(m,n)N1−m,

where N = Np∗(u0). Moreover, for all t ≤ (0, T ) we have

(6.3) N1−m
p∗ (u(t)) ≤ N1−m

p∗ (u0)− k(m, n) t,

with k(m,n) = 1/c(m, n).

The delay in the onset of regularity is not artificial. Actually, when the data belong
to Mp∗(Rn) we have proved in Theorem 5.2 that the solution vanishes identically after
a time T but it is not bounded before, and the selfsimilar example (5.2) is a good
example of that. We are interested here in the case where the data have an extra
bounded component that makes possible that the solution never vanishes identically
(for instance, if the conditions of Lemma 5.6 are not met), but still it becomes bounded
after a finite time.

We recall that once the solution is shown to be bounded, known regularity theory
implies that a locally bounded and nonnegative solution of the FDE is continuous
in some Hölder class, cf. [DiB93]. Moreover, when m ≤ 1 it is even C∞ smooth
and positive, as long as it does not vanish identically. Therefore, we can call this
phenomenon delayed regularity. This is a novel feature in our qualitative description
of nonlinear diffusion equations. We want to propose for such phenomenon the name
of blow-down, since it is in some sense the opposite of the well-known phenomenon
of blow-up.
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6.1.1 Preparation for the proof of Theorem 6.1

It can be reduced to proving some special situation by using some of the functional
analytic tricks we have already seen, like the transformations based on the scaling
properties of the equation, plus symmetrization and worst-case strategies.

1. Thus, we start by noting that by the assumption on the initial data of Theorem
6.1, (u0−A)+ belongs to Mp∗ for some A > 0, hence for all large enough A; moreover,
the Mp∗ norm is non-increasing as A grows.

2. We need the scaling group. For real parameters K,L, S the rescaled function

(6.4) ũ(x, t) = K u(Lx, St)

is also a solution if the parameters are tied by the relation K1−mS = L2. This general
transformation has interesting properties for functions in Mp∗ . In fact, if we specialize
to the case S = 1, so that we only due rescaling in u and x of the form

ũ(x, t) = K u(K(1−m)/2 x, t)

it is easy to see that the Mp∗ norm is conserved, ‖ũ(t)‖Mp∗ = ‖u(t)‖Mp∗ .

As another example of the use of the transformation, we may use it with L = 1
to absorb the norm of the data. Thus, if M = ‖(u0 −A)+‖Mp∗ , we choose the values
K = 1/M and S = M1−m. In this way, since

(ũ0 − AK)+ = K(u0(x)− A)+ ,

it has Mp∗-norm = 1. In the limit A →∞, a similar relation holds for the functional
Np. Suppose that the theorem is proved for the latter class of solutions with Np(u0) ≤
1 and the optimal estimate of the time is c(m,n). Since we have

Ku(tS) = ũ(t),

the regularity time for a solution u with Np(u0) = N would then be bounded above
T = c/S = cN1−m

p , as stated in (6.2).

3. On the other hand, we may use the symmetrization results of [Va04b] to prove
the result only for a rearranged function. Note that we have to change the horizontal
axis to the level u = A (since the result applies to integrable functions) but this is
no major problem, we just write the equation for v = u− A which turns out to be a
Filtration Equation for which symmetrization and mass comparison have been shown
to hold.

Finally, by using the worst case strategy, we may further reduce the examination
of the worst case, which is a function of the form

(6.5) u0(x) = C |x|−2/(1−m) + A.

Therefore, we will concentrate on estimating the onset of regularity for that particular
example.



112 Delayed regularity

6.1.2 Main Lemmas

We are now ready to state and prove the basic quantitative estimate. on which the
proof is built.

Lemma 6.2 Let (u0− 1)+ ∈ Mp∗(Rn) with norm 1. Then, for any ε > 0 small there
exist constants τ > 0, d, λ ∈ (0, 1) and k1, k2 > 0, depending only on n, m and ε,
such that for all 0 < t ≤ τ

(6.6) ‖(u(t)− (k1 + k2t))+‖Mp∗ ≤ (1 + ε)(1− λ
t

τ
)1/(1−m).

For m = 0 we may take ε = 0, k1 = 1.

Proof. (i) We treat first the case m = 0 (with n ≥ 3) where the computations are less
involved. The proof relies on finding a supersolution for the equation ut = ∆ log(u),
i.e., a function U(x, t) such that Ut ≥ ∆ log(U) in D′(QT ). We try

(6.7) U = d

(
T − t

|x|2 + K(t)

)

with a suitable choice of constant d > 0 and increasing function K(t) with dK(0) = 1.
T > 0 is arbitrary at this stage. Note that U(·, t) ∈ L1

loc(R
n) uniformly in t ≥ 0 as

long as K(t) is bounded. Putting Ω = (T−t)+K(t)|x|2 and |x| = r, the supersolution
condition reads for r > 0

−dr−2 + dK ′(t) ≥ r1−n∂r

(−2(T − t)rn−2 Ω−1
)

Since ∂rΩ = 2Kr, the right-hand side gives

−2(n− 2)(T − t)r−2Ω−1 + 4K(T − t)Ω−2.

Substituting and multiplying everything by r2Ω2, we get the necessary condition

dK ′(t)r2Ω2 + 2(n− 2)(T − t)Ω ≥ dΩ2 + 4K(T − t)r2.

Putting r = y(T − t)1/2 we get Ω = (1 + Ky2)(T − t), and the condition reads

dK ′(t)(T − t)y2(1 + Ky2)2 + 2(n− 2)(1 + Ky2) ≥ d(1 + Ky2)2 + 4Ky2.

First of all, d has to be equal or smaller than 2(n − 2) for the inequality to be true
for y small, and then K ′(t)(T − t) has to be large enough. Note that cm = 2(n− 2)
for m = 0.

(ii) Now that we have a supersolution in QT , we choose T so as to make the Mp∗-norm
of U0(x)−1 = dT |x|−2, equal to one. This means that κp∗dT = 1. We can now make
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a comparison of concentrations between original solution u and U and conclude that
u(t) will be less concentrated than U(t). We notice that for any t ∈ (0, T ) the norm
of (U −K(t))+ is

(1− (t/T )),

and this is smaller than 1. By comparison, the result follows with τ ∈ (0, T ), putting
λ = τ/T and k = max{dK ′(t) : 0 < t ≤ τ}. This ends the proof for m = 0.

(iii) Let us address the case m 6= 0. We take a supersolution of the form

(6.8) U = d

(
T − t

|x|2 + K(t)

)1/(1−m)

We put again |x| = r = y(T − t)1/2 and Ω = (T − t) + K(t)|x|2 = (T − t)(1 + Ky2).
The supersolution condition reads

d

1−m
Ωm/(1−m)r−2/(1−m)(K ′r2 − 1) ≥ − 2dm

1−m
(T − t)r1−n∂r(r

n−2− 2m
1−m Ω

2m−1
1−m )

The derivative of the term r1−n∂r(· · · ) in the right-hand side equals

kmr−
2

1−m Ω
2m−1
1−m +

2(2m− 1)

(1−m)
Kr−

2m
1−m Ω

3m−2
1−m .

with km = (n(1−m)− 2)/(1−m) > 0. Substituting and multiplying by the quantity
Ω−(3m−2)/(1−m)r2/(1−m), we get

d Ω2(K ′r2 − 1) ≥ −2km(T − t)Ω +
4(1− 2m)

(1−m)
dmK(T − t)r2,

or
d (T − t)K ′ y2(1 + Ky2)2) + 2kmdm(1 + Ky2)

≥ d (1 + Ky2)2 + 4(1−2m)
(1−m)

dmKy2.

We again see that d ≤ cm guarantees that the inequality is satisfied for small y, and
then K ′(t)(T − t) has to be big enough to complete the inequality.

Now that we have a supersolution, we make comparison in the same way as at in
the end of Step (ii). The details change a bit. The initial condition needs u(x, 0) ≤
U(x, 0), that is implied by

(
M

κ|x|2/(1−m)
+ 1

)1−m

≤ d1−m

(
T

|x|2 + K(0)

)

If 1 − m ≤ 1 this holds with d1−mK(0) = 0 and any T ≥ (M/dκ)1−m. However, if
m < 0 we need to use the inequality (X + Y )p ≤ (1 + ε)Xp + cεY

p which is true
for X, Y ≥ 0 and p > 1 for any given ε > 0 if cε has at least a value larger than 1
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that depends only on ε and m. Applying this to the left-hand side, we see that the
condition holds if

T ≥ (1 + ε)(M/dκ)1−m, d1−mK(0) = 1 + cε.

With these choices, after a time 0 < t < T we get u(x, t) ≤ U(x, t), hence

u(x, t) ≤ d

(
T − t

|x|2 + K(t)

)1/(1−m)

≤ (1 + ε)d

(
T − t

|x|2
)1/(1−m)

+ cεdK(t)1/(1−m).

The presence of ε > 0 and cε > 1 is now needed for 1−m > 1. Now we restrict t to
the interval (0, τ) with τ = T/2 to get K ′(t) ≤ k2, hence K(t) ≤ 1 + ε + k2t and get
in all cases

(6.9) u(x, τ) ≤ (1 + ε)d

(
T − t

|x|2
)1/(1−m)

+ (dcε + C1 t)1/(1−m).

The result follows.

Using the scaling transformation allows to generalize this result.

Lemma 6.3 Let (u0−A)+ ∈ Mp∗(Rn) with norm 1 for some A > 0. For all 0 < t ≤ τ
we have

(6.10) ‖(u(t)− A(k1 + k2t))+‖Mp ≤ (1 + ε)(1− λ
t

τ
)1/(1−m).

with τ, λ and k as before.

Proof. We perform the scaling transformation with S = 1 and K = 1/A, so that
L = A−(1−m)/2. Then

(u0(x)− A)+ = A(ũ0(A
(1−m)/2x)− 1)+,

and the Marcinkiewicz norm is the same. The result follows from Lemma 6.2 since

(u(x, t)− cA)+ = A(ũ(A(1−m)/2x, t)− c)+,

with c = 1 + kt.

A second use of the scaling transformation allows to treat norms different from 1.

Lemma 6.4 Let (u0 − A)+ ∈ Mp(Rn) with norm M for some A > 0. Then, for all
0 < t ≤ M1−mτ we have

(6.11) ‖(u(t)− A(k1 + k2M
m−1t))+‖Mp ≤ (1 + ε)M(1− λ t

M1−mτ
)1/(1−m).

with τ, λ and k as before.
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Proof. We use the transform now with L = 1 so as to absorb the norm. We put
K = 1/M and S = M1−m, hence u(x, t) = Mũ(x,Mm−1t). In this way

(ũ0 − AK)+ = K(u0(x)− A)+

has norm 1. Lemma 6.3 implies that for 0 < t′ < τ with t′ = tMm−1 we have

‖(ũ(t)− AK(1 + kt′))+‖Mp ≤ (1− λ
t′

τ
)1/(1−m),

hence the result.

Corollary 6.5 There exists a constant a(m,n) > 0 such that

(6.12)
d

dt
N∗(u(t))1−m ≤ −a.

Proof. We only need to pass to the limit A →∞ in the previous result.

We need another estimate.

Lemma 6.6 If u0 satisfies

(6.13) um
0 (x) ≤ A|x|2m/(1−m) + C,

the same happens for all t > 0.

The proof is just checking that the right-hand side is a supersolution of the equa-
tion.

6.1.3 End of proof of Theorem 6.1

(i) We may assume that the initial function is rearranged, as explained above. We will
prove that, after a finite time, the solution enters a better space, Lq

loc(R
n) with q > p.

This will done by an iteration process, slowly improving the local Marcinkiewicz norm.

We take an initial function u0 such that (u0 − A)+ has norm M . After a time
τ1 = τM1−m we get a function u(t) such that (u(τ1) − cA)+ has norm equal or less
Mλ.

We now shift the origin of time to τ1 and apply Lemma 6.4 again. Put ε = λ1−m <
1. It follows that there exists a time τ2 such that

τ2 − τ1 = τ1ε,
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and
‖(u(τ2)− c2A)+‖Mp ≤ Mλ2.

We have therefore a sequence of times τk, k = 1, 2, · · · , converging to a time
τ∗ = τ1/(1− ε). By virtue of the last lemma of the previous section we know that for
t ≥ τk we have

(u(t)− ckA)+ ≤ CMλk|x|−2/(1−m).

The whole set of inequalities holds therefore at t = τ∗.

We contend that u(τ∗) belongs to a better Lp space. Indeed, let us calculate the
integral

∫
B

u(x)q dx in the ball B of radius 1 with q = p + δ for some small δ > 0
to be determined. We divide the ball into annuli Ak = {rk+1 ≤ |x| ≤ rk} with
rk = (λ/c)k(1−m)/2. In this way we ensure that

u(τ∗) ≤ KMλk|x|−2/(1−m)

in Ak for some K. Then,
∫

Ak

u(τ∗)q dx ≤
∑

k

KM qλkq

∫

Ak

|x|−2q/(1−m)dx ≤ K1

∑

k

λkqr
N−2q/(1−m)
k .

Now q = p + δ with p = N(1−m)/2. Hence, we get
∫

Ak

u(τ∗)q dx ≤ K2

∑

k

λkq(c/λ)kδ = K2

∑

k

λkpckδ.

We only need to put δ small so that cδ < (1/λ)p for this integral to converge. This
means that u(τ∗) ∈ Lq

loc(R
n).

(ii) The proof that u is bounded after t = τ is now easy. Let us shift the origin
of time to τ∗ so that we now assume that u0 ∈ M q

loc(R
n). We know, by Theorem 5.1,

that there exists a selfsimilar solution uq with data

u0(x) =
C

|x|n/q

for all q > p∗ = n(1−m)/2. For large C, u is less concentrated than uq at t = 0. We
also know that for any |x| = R > 0 the value of u is bounded for all times t > 0. For
large C we can check that the value of uq(x, t) ≥ u(x, t) for |x| = R and 0 < t < 2τ
for some small τ . By comparison, u is bounded and the result follows.

6.2 Immediate boundedness

As an almost immediate consequence of this theorem, we obtain a criterion for bound-
edness for all t > 0.



Smoothing effects 117

Theorem 6.7 Let m < mc = (n − 2)/n. Let u be the FDE in Rn with initial data
u0 ∈ Lp∗(Rn) + L∞(Rn). Then, u(t) is locally bounded (and smooth) for all t > 0.
In fact, the result holds for u0 ∈ Mp∗(Rn) + L∞(Rn) with N(u0) = 0.

The proof of this result follows from the previous theorem by observing that in
that case N(u0) = 0, hence T = 0.

Note that exponents m ≤ 0 are also covered. The results are of course true for
u0 ∈ Lp(Rn) + L∞(Rn) if p > p∗, but they are false p < p∗, as shown by the explicit
backward selfsimilar solutions constructed in §5.4.1.

We now give an example to show that immediate boundedness is not to be ex-
pected for most Mp∗ data. Actually, the explicit solution (5.2) shows that solutions
can have a positive extinction time with a singularity for all previous times. Com-
parison says that when m < mc and u0 ∈ L1

loc(R
n) with

u0(x) ≥ A |x|−2/(1−m),

then, the singularity at x = 0 persists for a time 0 < t < T with

(6.14) T = a(m,n) A1−m,

In comparison, Theorem 6.1 says that when

u0(x) ≤ A |x|−2/(1−m),

then, the singularity at x = 0 stops at least after a time

T = b(m,n) A1−m.

Both results imply that there is a singularity for a time that we would like to know
how to determine.

Two open problems

(1) is the condition N(u0) = 0 if and only if for immediate boundedness inside the
class u0 ∈ Mp∗(Rn) + L∞(Rn)?

(2) Calculate rates of decay of ‖u(t)‖∞ for u0 ∈ Lp(Rn).

6.3 Comments and historical notes

Section 6.1. The description of the phenomenon of delayed regularity is new. We
will discuss further the existence of solutions with delayed regularity in dimension
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n = 1 for exponents m < −1 in Theorem 10.3, in the course of the study of existence
of source solutions with a background. The method used in that case is completely
different from the technique of this chapter.

We have studied a related phenomenon of blow-down in n = 2 and m = 0 in
[V06]. There the name blow-down is proposed.

p-Laplacian equations. The Lp-L∞ smoothing effect on the extinction line has
been shown to be true for the p-Laplacian equation in [HV81]. The proof is quite
simple, but it does not adapt to the FDE.

Exercises

Exercise 6.1. Use Theorem 6.7 to improve the result on dependence of the extinction
time on the L1-norm of the data stated in Theorem 5.8 to classes of data that are
bounded in Lp∗(Rn).

Exercise 6.2. What is the behaviour of the solution with data

u0(x) = |x|−2/(1−m)χ(BR)?

Hint use scaling in u-x to see that R plays no role in the extinction time.



Chapter 7

Extinction rates and asymptotics
for 0 < m < mc

The chapter deals with the actual asymptotic behaviour of the solutions of the FDE
in the exponent range 0 < m < mc. This behaviour depends on the class of initial
data. We are interested in “small solutions” that extinguish in finite time, according
to the results of the Chapter 5.

We will concentrate on solutions that start with initial data in L1(Rn), or solutions
that fall into this class for positive times previous to extinction. In the range m > mc

the ZKB solutions provide the clue to the asymptotics for all nonnegative solutions
with L1-data. We already know that the ZKB model solutions do not exist in the
range m < mc. So we need to look for an alternative. This alternative has to take
into account the fact that solutions with Mp∗-data disappear (vanish identically) in
finite time, cf. Theorem 5.14. The class of selfsimilarity solutions of Type II will
provide the clue to the asymptotic behaviour near extinction. Therefore, we start the
chapter by studying that type of functions.

We then identify the ones that play the main role. They are a special class of
selfsimilar solutions with fast decay at infinity, that represent an example of selfsimi-
larity with anomalous exponents, also called by Zel’dovich selfsimilarity of the second
kind. Anomalous means that the exponents cannot be obtained from dimensional
considerations, as we have done in the ZKB case by means of the scaling group. Such
kind of solutions is of great interest for their analytical difficulty, and they are found
in many applications. We calculate the exponents of those solutions following the
work of J. King, M. Peletier and H. Zhang, and identify them as minimal extinction
exponents in a precise sense.

We then pass to the question of convergence of general classes of solutions towards
the KPZ solutions. This is in analogy to the results for the KZB profiles for m > mc.
The results are more complete when ms = (n−2)/(n+2), where the problem has a nice
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geometrical interpretation in terms of the famous Yamabe Problem of Riemannian
geometry. The convergence results are restricted to radial solutions when m 6= ms.
In those matters, we expand on basic results of del Pino-Saez and Galaktionov-King.

7.1 Selfsimilarity of Type II and extinction

We provide in two subsections the general facts about this type of solutions.

7.1.1 Selfsimilarity and elliptic equations

Apart from the selfsimilar forms studied in Appendix 3.8, there is a second type of
similarity that corresponds to the Ansatz

(7.1) U(x, t) = (T − t)αf(x (T − t)β),

to be valid for x ∈ Rn and t < T . This is called Type-II Selfsimilarity, as opposed to
the Type-I Selfsimilarity of Appendix of Section 3.8. It is sometimes called backward
selfsimilarity because solutions of the new type do not extend forward in time past T ,
but they extend backwards in time as far as t → −∞. In this situation, the similarity
exponents are related by α(m− 1) + 2β = −1, i.e.,1

(7.2) α(1−m) = 2β + 1,

and the equation for the profile f = f(η) is

(7.3) ∆fm + mαf + mβ (η · ∇f) = 0

for η ∈ Rn. This is a nonlinear elliptic PDE that is best written in terms of g =
fm ≥ 0 as

(7.4) −∆g = a gp + b η · ∇gp, p = 1/m.

where a = mα, b = mβ. The case β = 0 (no scaling in space; in other words,
separation of variables) is important because it becomes the well-known Emden-
Fowler equation

(7.5) −∆g = cgp, p > 1.

To end this introduction, let us remark that the use of Type-II selfsimilarity is not
restricted to the range that focuses our attention at this moment, m > 0. Indeed, the
consideration of ranges m < 0 will be important for later chapters, and the Emden-
Fowler equation has the non-standard exponent p < 0, already considered by Joseph

1Note that the relation was α(m− 1) + 2β = 1 for Type I.
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and Lundgren in their fundamental work [JL73]. The case m = 0 is also included,
but it is special: then we must take g = log(f) and the equation has an exponential
nonlinearity: −∆g = eg.

Renormalized flows

Even for solutions that are not selfsimilar, the previous ideas are useful, since they
lead us to define the renormalized flow. This concept will be quite useful in the
analysis of solutions that vanish in finite time when analyzing the times close to the
extinction time (asymptotic behaviour).

(R1) The basic idea is the following: we take T > 0 and replace the variables u and
t by

(7.6) v(x, τ) = (T − t)−1/(1−m)u(x, t), τ = − log(T − t).

Then, the FDE ut = ∆(um/m) transforms into the evolution equation

(7.7) vτ = ∆(vm/m) +
1

1−m
v.

Note that the change from u to v is highly sensitive of the value of T used in the
transformation: if T is chosen as the extinction time of u, then v is a global solution
of (7.7), i.e., it exists for τ0 < τ < ∞. However, when T is smaller or larger than
T (u0), then v either blows up in finite time of goes to zero as τ →∞. Studying the
possible stabilization of v(τ) (in the case where T is the extinction time) towards a
stationary solution of

(7.8) ∆vm +
m

1−m
v = 0

is a key tool in the asymptotic theory.

(R2) This is not the only possibility. When we want to study situations where non-
selfsimilar solutions approach a selsfimilar solution of the form (7.1) with β 6= 0, then
the previous renormalization is replaced by

(7.9) v(η, τ) = (T − t)−αu(x, t), τ = − log(T − t), x = η (T − t)−β,

which leads to the equation

(7.10) vτ = ∆η(v
m/m) + α v + βη · ∇v.

The stationary states of this equation are just (7.3), as we wished.
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7.1.2 ODE analysis or radial profiles

Let us now concentrate on radially symmetric profiles f = f(ξ), ξ = |η| > 0. As in
Appendix 3.8.2, the ODE for the profile f is

(7.11) ξ1−n(ξn−1f(ξ)m−1f ′(ξ))′ + βξ f ′(ξ) + α f(ξ) = 0.

The difference is noticed in the fact that when we write α = γβ, then

(7.12) β =
1

γ(1−m)− 2
, α =

γ

γ(1−m)− 2
,

which is just the opposite of the formulas (3.7) for type-I similarity. Proceeding just
as there, we introduce new variables

(7.13) X =
ξ f ′(ξ)
f(ξ)

, Z = ξ2f 1−m,

and r = log ξ. Then, we get the system

(7.14)

{
Ẋ = (2− n)X −mX2 − β(γ + X)Z,

Ż = (2 + (1−m)X)Z,

where Ẋ = dX/dr, Ż = dZ/dr. With respect to system (3.24) with the same value
of γ, there is only a difference, the sign of β as a function of γ and the variable Z
instead of Y .

Let us explain this last detail. There is a way of reducing the study of both types
of similarity to the same phase-plane. Indeed, if (X(r), Z(r)) is an orbit of system
(7.14), and we put X1(r) = X(r) and Y1(r) = −Z(r), then (X1(r), Y1(r)) is an orbit
of system (3.24) with the value of β in terms of γ given by (3.7), as corresponds to
Type-I selfsimilarity (i.e., β1(γ) = −β(γ), and also α1(γ) = −α(γ)). Moreover, X and
X1 travel in the same direction, though Z and Y1 are reflections of each other (with
respect to the X-axis). Summing up, a symmetry around the X-axis allows to pass
from the study of the first system to the study of the second. We use the convention
that the upper half-plane of System (3.24) represents Type-I Selfsimilarity, while the
lower half-plane of the same system portrays the orbits of Type-II Selfsimilarity2.

7.2 Special solutions with anomalous exponents

We now discuss the existence and properties a special family of selfsimilar solutions
that play a prominent role in understanding the phenomenon of extinction. Actually,

2We warn the reader that the use of the lower phase plane can easily lead to confusion in assigning
the signs of the different parameters and variables. We introduce this variant here because it comes
quite often in the literature on selfsimilarity
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these solutions describe the asymptotic behaviour near extinction of large classes of
solutions. On the other hand, they have power-type decay rates, but only in one
particular case these coincide with the ‘natural rate’ α = 1/(1−m) found in Chapter
5. The solutions have the selfsimilar form

(7.15) U(x, t) = (T − t)αF (x (T − t)β; a),

for a special value of β, let us call it β, and α(1−m) = 2β + 1; a is a free parameter.
The solutions are characterized by having fast decay as x →∞.

The existence of such a family of solutions has been discussed by King in his
seminal paper [Ki93], where the main asymptotic results on fast diffusion were ex-
amined and surveyed by formal methods. A rigorous analysis was then performed by
M. Peletier and Zhang [PZ95], who showed the existence of the relevant asymptotic
profiles as a consequence of a careful phase-plane analysis as proposed at the end of
the last section. Let us recall the main results of paper [PZ95] stated in our notation.

Theorem 7.1 For every 0 < m < mc there is a unique γ = γ(m) and a unique
selfsimilar solution of the FDE of the form

(7.16) u(x, t) = (T − t)αF (x(T − t)β)

(up to scale transformation) with α and β given in terms of γ by (7.12), and such
that F is bounded and has a spatial decay as |x| → ∞ of the form

(7.17) F (ξ) ∼ C ξ−(n−2)/m.

Moreover, α and β depend continuously on m and α →∞ as m → mc, while it tends
to zero as m → 0.

By unique up to scale transformation we mean that the special solution is shown
to be unique apart from a scaling due to the invariance of the equation for F under
the transformation:

(7.18) F (η; a) = a−2/(1−m)F (η/a; 1)

We may normalize the family by fixing F (0; 1) = 1. This is analogous to the free
parameter of the ZKB solutions.

We will call the profiles f the KPZ profiles from the names of the authors. Expo-
nent β (or α) is not determined (in terms of m and n) by simple algebra as we have
often done before, but as a result of a different and more complicated computation
that we want to examine here: in fact, it is the result of the analysis of the ordinary
differential equation satisfied by function F ; in phase plane terms, it is the value for
which a certain connection exists. It is therefore a kind on nonlinear eigenvalue. Such
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a value is called an anomalous exponent in the literature on selfsimilarity, cf. [Ba79]
and it is also referred to as similarity of the second kind. We will avoid using that
term here since it can be confused with Type-II similarity.

Let us now add some comments:

(i) The decay rate (7.17) is called fast, in comparison to the more usually found case
f(ξ) ∼ ξ−2/(1−m) of the separate-variable solution (5.2) of Chapter 5, which will be
called slow.

(ii) The variation of β and α with m has a direct quantitative interest, since the latter
indicates the actual decay rate of the L∞ norm of the solution. The former has a
less obvious meaning, but it is also important since it is related to the way solutions
spread.

(iii) Special attention will be paid below to the case when m = (n−2)/(n+2) (that we
will call henceforth the Sobolev exponent, ms, since it is the inverse of the Sobolev
exponent of the elliptic theory). Then, it can be easily checked that, as already
explained in [Pe81], β = 0, α = 1/(1 −m) = (n + 2)/4, the selfsimilar solution is in
fact a separate variables solution, and the profile F can be found explicitly

(7.19) F (x; a) =

(
a +

|x|2
4na

)−(n+2)/2

where a > 0 is arbitrary. Note that the special solution is then

U(x, t) = (T − t)
n+2

4 F (x),

to be compared to the singular solution (5.2). The equation with Sobolev exponent
plays a role in Differential Geometry, and will be studied in more detail in Section
7.5.

We continue with the statement of some relevant properties of the anomalous
exponents.

Theorem 7.2 Both α and β are monotone increasing, analytic functions of m. We
have β = 0 precisely for m = ms := (n− 2)/(n + 2). Moreover, α → 0 as m → 0 and
α →∞ as m → mc with the expansion

(7.20) α ∼ mc

mc −m
.

The fact that α decreases when m → 0 implies higher decay rate for the different
Lp norms. Thus, according to formula (7.22), it follows that for 0 < m < ms the
L1-norm: σ1 → 1 as m → mc and σ1 → n/2 as m → 0. The statements about the
limits are taken from the paper [PZ95], who also showed partial monotonicity: β > 0
if m > ms, β < 0 if 0 < m < ms. The analyticity and full monotonicity result are
new and will be proved below.
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Figures 7.1 and 7.2. ZKB and KPZ exponents for n = 3.
The second plots α versus 1−m.

We display here the results of the numerical computations done in [PZ95], and
compare them with the ZKB exponents for m > mc. We recall that in that case
α = 1/(m − mc), a formula that is derived from invariance and mass conservation;
since the last one fails here, α is lower than the analogous formula, α < 1/(mc −m).

Let us record some consequences for the study of decay rates.

Proposition 7.3 For all m ∈ (0,mc) the special selfsimilar solutions belong to
Mp∗(Rn) and decay (in this norm) with the standard extinction rate

(7.21) ‖U(t)‖Mp∗ = c(T − t)−1/(1−m).

Moreover, we have u(t) ∈ L1(Rn) ∩ L∞(Rn) with the estimate

(7.22) ‖U(t)‖Lp = c(T − t)σp , σp = ᾱ− (nβ̄/p),

for every 1 ≤ p ≤ ∞.

The latter exponent must be positive for p = 1 since the L1 norm of the solutions
decreases in time, cf. Theorem 5.7. Here we recall the a priori restriction on the value
of α: 0 < α < (n − 2)/(n(mc −m)) (see (7.23) below), that implies a minimal rate
for the decay of different norms. Curiously, this simplifies when translated in terms
of L1 decay, since it just means that σ1 > 1.

7.2.1 Existence reviewed. Analyticity

We first review the fundamentals of the phase-plane analysis in line with similar
analysis in previous chapters, and outline the proof of [PZ95]. We the present a proof
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that shows the analytic dependence of profiles and exponents on the parameters m
and n.

I. The selfsimilar profiles can be obtained by a phase analysis similar to the one stated
in Appendices 3.8, 7.1.1 and applied in Theorems 3.2 and 5.10, but more delicate.
It boils down to finding a trajectory of the planar dynamical system connecting to
specific singular points, called O and A in Subsection 3.8.2. This is referred to as
finding a correct connection. Let us examine the situation in view of later results
of this chapter. We are trying to construct radial Type-II selfsimilar solutions of
the FDE equation for 0 < m < mc. We recall that when such solutions are globally
defined in space and have no singularities, they are represented in the standard (X, Z)
plane as orbits that start from (0, 0) and continue into the upper half-plane (the second
quadrant, to be precise), ending either at the singular point A, where X = −(n−2)/m
and Z = 0, or at the point B where X = −2/(1 − m) and Z = ZB = −YB > 0.
There is a third possibility for such orbits, namely that X → −∞ with Z > 0. Closer
inspection shows that the profiles f(ξ) of orbits in the third class cut the axis at a
finite distance ξ0 < ∞, and are not therefore acceptable as solutions of the Cauchy
problem with nonnegative data (they are changing sign solutions)3.

A further step in the analysis leads to the observation that A is a hyperbolic
point, hence there is only one direction entering it. Repeating the local analysis of
Proposition 5.11 in this situation, we see that there corresponds to it a unique orbit
entering A from the second quadrant of the (X,Z) plane. Only for γ > /n− 2)/m or
γ < 0 the slope is positive and the correct connection is in principle possible. Indeed,
a qualitative analysis of possible dynamics easily shows that a correct connection is
impossible when 0 < γ < (n− 2)/m, which means that necessarily

(7.23) 0 < α <
n− 2

n(mc −m)
.

Also O is a hyperbolic point and there is a unique orbit exiting from it; when
α > 0, it enters the second quadrant of the (X,Z) plane, thus allowing for a correct
connection in principle.

The coincidence of those two branches is equivalent to the existence of the correct
solutions described in the theorem. Showing that such a coincidence takes place for
one and only value of γ and corresponding α and β (the anomalous exponents) is the
difficult part of the proof.

For every m the correct solution behaves like O(|x|−(n−2)/m)), which is called fast
spatial decay. The uniqueness of the correct trajectory is proved by an analysis of
the perturbation of the branches emanating from A and O when we change m and γ
so that the connection is kept. This is done in detail in [PZ95].

3The existence of three possible types of orbits (slow, fast and changing sign) is a very typical
feature of nonlinear diffusion, cf. e.g. [FV03].
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II. Here, we prefer to present a proof that provides us with the analytic dependence
of α and f on m and n. We will proceed in several steps:

(i) We start from system (7.14) and change the horizontal variable, X = −x/m, so
that the end-points of the connection do not depend on the parameters m and γ when
expressed in terms of (x, Z). We also use the parameter µ = 1/γ. Then, the system
becomes

(7.24)

{
ẋ = x2 − (n− 2)x + 1

1−m−2µ
(m− µx)Z := F (x, Z, m, µ, n),

Ż = 1
m

(2m− (1−m)x)Z := G(x, Z, m, µ, n).

We are interested in finding solutions of this problem as curves Z = Z(x) defined for
I = {0 ≤ x ≤ x1 = n− 2}, with Z = 0 at the end-points and Z > 0 inside I.

(ii) We want to start from the explicit solution (7.19) for m = ms that corresponds
to the values4 µ = 0 and

x(r) =
(n− 2) e2r

4n + e2r
, Z(r) =

16n2e2r

(4n + e2r)2
,

hence

(7.25) Z = ax(n− 2− x) with a = 4n/(n− 2)2 .

It is a parabola5 passing through P0 = (0, 0) and P1 = (n − 2, 0) with maximum at
x = (n − 2)/2. In the sequel n > 2 will be kept fixed, so that dependence on it will
be omitted. Note that in the original variables the curve reads

Z = am X (n− 2 + mX).

(iii) In order to get a continuum of solutions, we will vary the parameters m and µ
and consider the orbits starting from P0 and P1. We know that both end-points are
hyperbolic points and the slopes of the orbits starting from them are

c0 =
n

mα
=

n(1−m− 2µ)

m
> 0, c1 = −(n− 2− 2m)(1−m− 2µ)

m(m− (n− 2)µ)
< 0.

We note that ∂c0/∂µ < 0 and ∂c1/∂µ < 0. If we can continue those curves, and for
some value of m and µ they meet at an intermediate point x∗ ∈ (0, n − 2), then the
correct connection will be obtained.

We will find such correct pairs m and µ as a function µ = µ(m) by using the
Implicit Function Theorem. This is done as follows.

4In that example, β = 0, hence γ = ∞, so that µ = 0.
5The ZKB solution is also a parabola when expressed in the pressure variable v = um−1 as a

function of x/tβ . However, it a linear function in phase plane variables, cf. Subsection 3.8.4, c).
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(iv) We write the system as

dZ

dx
= H(x, Z, m, µ) =

G(x, Z,m, µ)

F (x, Z, m, µ)
.

We immediately check that

∂H

∂µ
= −(2m− (1−m)x)2Z2

mA2(1−m− 2µ)2
≤ 0,

where we have put A = (x2 − (n − 2)x + 1
1−m−2µ

(m − µx)Z) for brevity. Actually,

∂H/∂µ = 0 only at x = xB.

(iv) We now start the orbits at m ∼ ms, µ ∼ 0 and for small variations we have
branches in the two parameters, Zl(x; m,µ) starting from x = 0 and Zr(x; m,µ)
starting from x = n − 2 (subscript l and r refer to left and right branch). They are
prolonged at least until xB. At that point, the following matching error happens:

E(m, µ) = Zr(xB,m, µ)− Zl(xB,m, µ).

Since the condition for a correct connection is just E(m,µ) = 0, and E is an analytical
function of both arguments, if we can prove that ∂E/∂µ 6= 0, then the Implicit Func-
tion Theorem will provide the branch m = m(µ) that we are looking for. Moreover,
the solution will be locally unique. Now, we have

∂E

∂µ
=

∂Zr

∂µ
(xB,m, µ)− ∂Zl

∂µ
(xB, m, µ).

(v) We will write the differential equation satisfied by wr = ∂Zr/∂µ and wl = ∂Zl/∂µ
and show that wr > 0 while wl < 0 at x = xB. That would complete the proof. The
equation for wi is

dw

dt
= HZ(x, Z)w + Hµ(x, Z),

and the boundary conditions are

wr(n− 2) = 0, wl(0) = 0.

Due to the known slope behaviour we know that wr > 0 for x ∼ n− 2 while wl < 0
for x ∼ 0. The lack of singularities in the rest of the trajectory allows to conclude
from the maximum principle.

(vi) We now need an argument to show that the branch can be continued for all
0 < m < mc. This relies on checking the properties of the solutions that are being
obtained. This is done in detail in [PZ95], where the asymptotics as m → and m → mc

are worked out.
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7.2.2 The monotonicity result. Renormalized system

We complete the information about the family of KPZ solutions by showing the
monotonicity result of Theorem 7.2, that is evident from the numerical computation.
The main idea to perform a phase-plane analysis in renormalized variables.

Proof. (I) We recall that the special solutions have trajectories connecting the critical
point O = (0, 0) in the (X, Z) phase plane to the critical point A = (−(n− 2)/m, 0);
we also learn from the study of the dynamics of the flow in the plane that function
X(r) is decreasing for −∞ < r < ∞, and Z as a function of X is increasing for
−(n − 2)/m < X < −2/(1 − m) and decreasing for −2/(1 − m) < X < 0.It will
be convenient here to introduce new variables (sorry) to renormalize the situation so
that the proof works. (Forgetting notations of the last proof) here we put

(7.26) x = −mX/(n− 2), w = αZ/nX,

so that the trajectories of the special solutions go from the point P0 = (0,−1) to the
point P1 = (1, 0) in the new (x,w) phase plane. It will also be convenient to introduce
the parameter µ = n/γ which will vary in the range −∞ < µ < 1. Note that

α = n/(n(1−m)− 2µ), β = µα

are increasing functions of µ for fixed m and n. Condition (7.23) implies that we are
only interested in µ’s such that µ < nm/(n− 2).

The flow is now controlled by the analytic system

(7.27)

{
ẋ = −x ((n− 2)(1− x) + nw − (n−2)µ

m
xw) = F (x,w),

ẇ = w (n + nw − (n−2)
m

(1 + µw)x) = G(x,w),

where ẋ means dx/dr. This system has critical points O = (0, 0), P0, P1, and PB =
(xB, wB) with

xB =
2m

(n− 2)(1−m)
, wB = − n(1−m)− 2

n(1−m)− 2µ

that corresponds to the point B = (XB, YB) of the original system of Section 3.8.2
(note that xB travels from 0 to 1 as m grows from 0 to mc, while the evolution of wB

in (−1, 0) depends on the relation between µ and m).

This system admits a remarkable explicit solution for the values m = ms = mc/2
and µ = 0 (γ = ∞),

w = −1 + x.

This is the explicit case of KZP solution to which we have referred before that will
appear again in Section 7.5.

(II) We also need the behaviour of the system flow near P0 and P1. We already
know that the latter is a saddle point, since it corresponds to point A in the original
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system that has been analyzed in Proposition (5.12); using the variable x′ = x − 1,
the linearization is

ẋ = (n− 2)x′ − (n− (n− 2)µ

m
)w, ẇ = −w

n(1−m)− 2

m
,

It has eigenvalues λ1 = n − 2 with eigenvector (1, 0) and λ2 = −(n(1 −m) − 2)/m
with eigenvector (1, c) where

c(m, n, µ) =
n− 2− 2m

nm− (n− 2)µ
.

Note some features: we have c > 0, ∂c/∂µ > 0 for fixed m, and also ∂c/∂m < 0
for fixed µ < n/2 (as is the case in our application, where µ < nm/(n− 2) < 1). Also
∂c/∂n > 0. Along the curve of anomalous exponents µ = µ(m) we have c → 0 as
m → 0 and c →∞ as m → mc.

According to the general theory of autonomous dynamical systems, the behaviour
of the nonlinear system near a hyperbolic point is given in first approximation by
the linearization, see [GH83] or [Pk91]. In particular, there exists a unique orbit that
enters P1 and it follows this direction. The orbit depends in an analytic way on the
parameters.

The linearized analysis of P0 is as follows. Putting w = −1 + w′ we have

ẋ = 2x, ẇ′ =
(n− 2)(1− µ)

m
x− nw′.

It is again a saddle point with eigenvalues λ1 = −n and λ2 = −2 and respective
eigenvectors (0, 1) and (1, d) with

d(m,n, µ) =
n− 2

m(n + 2)
(1− µ).

The orbit that gets out of P0 travels along this last direction. We have d > 0,
∂d/∂µ < 0, ∂d/∂m < 0, ∂d/∂n > 0, and d(mc, n, 1) = 0.

(III) We are interested in localizing the regions of the plane that allow for connections
from P0 to P1. In this respect, it is useful to consider the locus of vertical slopes,
where ẋ = 0, that is composed of the axis x = 0 and the line L1

w = −(n− 2)(1− x)

n− (n−2)µ
m

x

as well as the locus of horizontal slopes where ẇ = 0, composed of the axis w = 0 as
well as the line L2

x =
nm(1 + w)

(n− 2)(1 + µw)
.
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We are interested in the rectangle R1 = {(x, w) ∈ (0, 1) × (−1, 0)}, where the KPZ
solutions lie. In that region both lines cross exactly at the point PB. A topological
analysis of the flow in this rectangle shows that the unique trajectory emanating from
P0 has three options:

(i) enter P1, and this would be a KPZ connection;

(ii) cross the line L1 and then L2 and return towards the origin for a while around
the point PB. There will be no connection in that case, but a focusing solution (either
converging to PB or having a limit cycle; this depends on m and µ);

(iii) the orbit exits R1 through the lateral boundary x = 1 and never returns.
Since orbits cannot cross, solutions of the three types are ordered as long as they are
monotone, and this happens below the joint-line L12.

The choice of one of these possibilities depends on m and µ. A similar analysis
applies to the orbit entering P1, and three classes appear. We skip the details.

(IV) We now address the question of monotonicity of α with m ∈ (0, mc). If the
property is not true, in view of the limit values of α near the end-points already
established, we must be able to find values m1 < m2 with the same value of α = α0.

We now have the following claims: (i) the solutions wi(x), i = 1, 2, 3, must be
ordered near the end-points: we have

w1(x) < w2(x) < 0

near x = 1 with x < 1, and the order is reversed for small increments near x = 0,
x > 0,

w1(x) > w2(x) > −1.

This follows from the analysis of the orbits emanating from the end-points P0 and
P1. It follows that the curves w = w1(x) and w = w2(x) must intersect somewhere in
the middle.

However, we can show that no intersection is possible. At the first intersection,
say (x0, w0), we must have dw1/dx ≤ dw2/dx, i.e., G/F increasing with m. But if we
inspect the variation of the vector field (F, G) with m, we discover that

∂F

∂m
= −n− 2

m2
x2w > 0,

∂G

∂m
=

(n− 2)

m2
x(1 + µw)w < 0.

so that
∂(G/F )

∂m
=

1

F 2
(GmF − FmG) < 0.

This ends the proof. It is like magic6.

6The reader could complain that the pace of proof is maybe too brisk, but similar ideas are
explained in full detail in [AV95] applied to the focusing problem for the PME.
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7.2.3 Phenomenon of relative concentration for m < ms

An interesting aspect of Theorem 7.2 is the interpretation in terms of how the solutions
spread and what is the role of exponent ms in the classification of fast diffusions.

When we look at the range ms < m < mc we see that the special selfsimilar
solutions have a positive exponent β which means the mass distribution they represent
has a tendency to spread in time. We have to be precise in what we mean since we
also have loss of mass (and eventual extinction). A way of measuring such spread
is as follows: for every λ ∈ (0, 1) the line where u(x, t) takes the intermediate value
λu(0, t) evolves with time as

(7.28) |x| = x0(λ)(T − t)−β,

and this curve goes to infinity as t → T since β > 0. This phenomenon goes in line
with what is known to happen for m ≥ mc, where solutions also spread, although the
rate is different.

A curious novelty appears when 0 < m < ms, since then β < 0, and the λ-lines of
the selfsimilar distribution converge to the origin, x = 0, so that after normalization
of the mass to one, we can say that the mass distribution tends to concentrate at
x = 0 in the form of a (small) Dirac mass. Indeed, a very strange thing happens
since the mass disappears anyway, and this may only happen through x = ∞ as we
have explained in Section 5.5.1. We give to this phenomenon the illuminating name
of relative concentration at extinction.

An alternative (and more elegant) way of calculating the expansion (or relative
concentration) is to calculate the mean deviation of the mass distribution u(·, t),
which is given by the formula

(7.29) x(t)2 =

∫
x2u(x, t) dx∫
u(x, t) dx

It is quite easy to see that the mean deviation of the selfsimilar special solutions is
finite precisely for m < ms (use the asymptotic behaviour u ∼ c(t)|x|(2−n)/m to prove
it), and the formula for the selfsimilar mean deviation is the same, x(t) = x0(T−t)−β,
so that it goes to zero as t → T .

Situated in between these opposite cases, the case m = ms exhibits separation
of variables and the λ-lines are constant in time. Extinction is accompanied by a
relative stabilization in the standard space variable.

7.3 Admissible extinction rates

Let us deal a bit more with the phase-plane analysis in order to recover other radial
Type-II selfsimilar solutions that also play a role in a full description of extinction.
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We have explained after the statement of Theorem 7.1 the existence of three possible
types of orbits in the phase-plane emanating from (0, 0). The first class consisted
of the ‘correct’ connections from O to A, giving rise to selfsimilar solutions with
fast decay. As for the second class, i.e., the orbits going to B, the solutions have a
behaviour as x → ∞ like O(|x|−2/(1−m)). This is called slow spatial decay. These
types of connections from 0 to B provide us with examples of selfsimilar solutions
of the FDE in the range 0 < m < mc that have a finite extinction time and exhibit
a quite definite extinction rate and profile. The orbits in the third class reach the
level f = 0 at a finite distance and do not provide solutions of the FDE in the whole
space. Though these orbits are in principle useless for the Cauchy problem, they are
subsolutions and we will find a use for them below.

We want to classify the situation of the three classes in terms of α. This is the
result.

Theorem 7.4 For every α ∈ (α,∞) there is a selfsimilar solution of the FDE of the
form

(7.30) u(x, t) = (T − t)αf(x(T − t)β)

with β = (α(1−m)− 1)/2 > β, and f = fα has a slow spatial decay at x = ∞. For
α = α there exists a unique solution with fast decay, and for 0 < α < α no global
profile fα exists, but there is a radially symmetric profile that cuts the axis at a finite
distance. In all cases, fα is radial and decreasing.

Proof. We only need to shoot from the origin, take into account the local behaviour
of the orbits in their dependence of the parameters, and recall that the entrance into
A happens only for γ = γ when m and n are kept fixed. Looking for instance at the
local analysis near O done in Proposition 5.11 we see that the slope of the outgoing
orbit is

c0 =
n

α
,

which is positive for α > 0. As for point A, Proposition 5.12 implies that the slope
of the entering orbit is

c1 = −n− 2− 2m

α(m− n−2
γ

)
.

There are two possibilities: the slope is negative if γ > (n − 2)/m or γ < 0, and it
is positive otherwise, i.e., when 0 < γ < (n − 2)/m. We exclude the range 0 < γ <
2/(1 − m) since α is negative in that case. For γ = 2/(1 − m) we cannot use the
formulas since α is not defined. On the other hand, for γ = (n − 2)/m we have a
vertical slope.

Let us now see what happens with the orbits emanating from O in the two cases.
First of all, in the range γ ∈ (2/(1 − m), (n − 2)/m), an easy qualitative analysis
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shows that the orbit emanating from 0 cannot enter A (it would have to enter from a
SW direction which means crossing before the line X = −(n− 2)/m, and this is not
possible). It therefore belongs to the second class, which revolves around B.

The same is true for γ a bit larger than 2/(1 −m) by continuity. If we continue
increasing γ, i.e., decreasing α the class of the orbits will belong to the same class
until one of them becomes a correct orbit and enters A. This follows from continuity
arguments once the critical points and regions of growth and decrease of the orbits
are laid out. We leave the task to the reader. Summing up, we have when α > α the
connection revolves around point B and the corresponding solution of the FDE has
slow decay.

We still have to prove that for α < α the orbit from O goes to X = −∞. This
needs an analysis of the evolution of the branches coming out of O and A for α < α.
The idea is to go to the extreme situation where γ is negative and goes to zero so that
α → 0 and β → −1/2. Then we see that the branch coming from O has initial slope
tending to ∞ and the branch coming into A has slope tending to a finite value. The
analysis shows then that the latter moves on the top of the former without meeting
at a given point in the middle, say at X = −2/(1 −m). This implies that the orbit
coming from O is an orbit of the third class. This will be the case when we vary α
upwards until we come to a correct orbit (same argument as before). The correct
orbit is unique, so that the argument ends.

Let us summarize the result on different extinction rates that we have collected.

Corollary 7.5 for every α ≥ α(m,n) there exist selfsimilar solutions which decay
near extinction with the rate

(7.31) ‖u(t)‖∞ = c (T − t)−α.

The region is represented in the diagram of Figure 7.3. All of these solutions belong
to Mp∗(Rn) and decay in that norm with the standard extinction rate

(7.32) ‖u(t)‖Mp∗ = c(T − t)−1/(1−m).

Only in the case α = α(m,n) some of these solutions are integrable, u(t) ∈ L1(Rn)
for 0 < t < T .
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0 ms mc 1
m

α
α=1/(1−m)

α KPZ

Figure 7.3. The allowed extinction exponents

The dashed line in Figure 7.3 represents the singular solution exponents α = 1/(1−m)
(only for m < mc, for m > mc the are not extinction time profiles), while the lined
region displays the allowed selfsimilar exponents with bounded profiles, limited from
below by the curve of values of α(m) which is asymptotic to m = mc.

The following bound from below completes the information on admissible rates
for radial solutions.

Theorem 7.6 Let u be a bounded radial solution of the FDE with 0 < m < mc

and is nonincreasing in the radial variable and has extinction time T < ∞. Then, for
every α < α there is a constant c(u0, α) > 0 such that

(7.33) ‖u(x, t)‖∞ ≤ c (T − t)α.

Proof. Let T be the extinction time of the solution. The idea is to compare our
solution with the selfsimilar solution ũ with same T and parameter α that as discussed
above has a profile that cuts the axis. By scaling we make it cut the axis very close
to the origin, say at η = |x|(T − t)β, and to be very high.

We now use the standard lap number count (Sturmian argument, cf. e.g. [St69,
Ma82, Ga04]). We take as space-time domain for our argument (using radial variables
in space) Q = {(r, t) : 0 < t < T, 0 < r < R(r) with R(t) = η(T − t)−β}.
According to that theory, if we count the number of sign changes of the difference
zt(r) = u(r, t)−ũ(r, t) at fixed times, that number (lap number) does not increase with
time unless new intersections of the curves come into the domain from the boundary.
Now, in the conditions of the previous construction that number is initially one. It is
clear that no new sign changes come through the lateral boundaries (since u > 0 = ũ
at r = R(t), and we have zero Neumann conditions at r = 0).

We conclude from the theory that the lap number must be either 0 or 1 for
0 < t < T . If for some t < T the intersection is lost, it means that u(t) ≥ ũ(t) in Q,
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and we conclude by the strong maximum principle that the extinction time of u os
larger than T , a contradiction. Therefore, there is an intersection all the time. By
the symmetry and monotonicity assumption, the set where the difference has a plus
sign must include x = 0 hence

‖u(t)‖∞ ≤ ũ(0, t) = C (T − t)α.

This ends the proof.

We have proved that for such solutions

(7.34) lim inf
t→T

log ‖u(t)‖∞
log(T − t)

≥ α.

After these results, we can propose the name of minimal extinction solutions for the
solutions U with anomalous exponents of Theorem 7.1. More precisely, they have
minimal similarity exponents and also minimal shape as x →∞.

7.4 Radial asymptotic convergence result

We now address the question of asymptotic extinction behaviour. We want to show
that the family of special solutions U with anomalous exponents are actually the
asymptotic extinction profiles to which a large class of solutions evolves near extinc-
tion. That would place those solutions in the same position the ZKB solutions are in
the upper range m > mc.

The result is known under the assumption of radially symmetric and integrable
data, and without that restriction when m = (n− 2)/(n + 2). The radial result was
first shown in a formal way by King [Ki93], who obtained a fairly detailed description
of the vanishing profiles for radially symmetric solutions using a formal matching
asymptotic analysis. The result was rigorously proved by Galaktionov and L. Peletier
in [GP97] under a number of assumptions, that we can improve using the results of
previous chapters as follows.

Theorem 7.7 Let u(|x|, t) be a radial solution of the Cauchy Problem for the FDE in
dimensions n ≥ 3 with 0 < m < mc. Assume that the initial data satisfy u0 ∈ Lp∗(Rn)
and

(7.35) u0(r) = O(r−q) as r →∞
for some q > 2/(1 − m). Let T = T (u0) > 0 be the finite extinction time. Then,
there exists a constant a0 > 0 depending on u0 such that

(7.36) (T − t)ᾱ u(η(T − t)β̄, t) → F (η; a0)

as t → T uniformly with respect to η ≥ 0.
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Theorem A of paper [GP97] proves this result under the additional assumptions
u0 ∈ L1(Rn) ∩ Lp(Rn) with p > 2(1−m)/n and

(7.37) u0(r) = O(r−(n−2)/m) as r →∞.

After introducing the rescaled solutions of the form (7.9), which satisfy equation
(7.10), the proof is based on a geometric Lyapunov-type argument and comparison
arguments based on the intersection properties of the solution graphs. We refer to
this work for a complete understanding of the long argument.

Here are our reduction steps: after the results of Chapter 6, the assumption
u0 ∈ Lp∗(Rn) implies that u(t) ∈ L∞(Rn) for t > 0. Finally, we can weaken the
asymptotic condition (7.35) into (7.37) by comparison with the selfsimilar solution of
Theorem 5.13 (the backward-effect solution).

Let us now discuss the optimality of the assumptions. The exponent in assumption
u0 ∈ Lp∗ cannot be lowered since we know for all p < p∗ there are solutions with a
standing singularity, namely the selfsimilar solutions for the backward effect. Nor can
be replace Lp∗ by Mp∗ for the same reason. But note that Chapter 6 allows us to use
initial data u0 ∈ Mp∗(Rn) with a Marcinkiewicz constant Np(u0) small with respect
to T 1/(1−m), and then the solutions would become bounded before the blow-up, thus
entering into the assumptions of the already proved result.

Note finally that the exponent in (7.35) cannot be relaxed because the assumption
u0(r) = O(r−2/(1−m)) does not fall inside Lp∗(Rn). On the other, we conjecture
that solutions with such a behaviour do not satisfy the asymptotics described in the
theorem.

A similar convergence result is conjectured to be true without the assumption of
radial symmetry. Such an extension of the previous theorem is only known in the
special case of exponent ms = (n − 2)/(n + 2), where the equation has a special
structure.

7.5 FDE with Sobolev exponent m = (n− 2)/(n + 2)

The exponent is special in the sense that when we separate variables and pass to the
Emden-Fowler equation, then p = 1/m equals the Sobolev exponent (n + 2)/(n− 2),
that is known to have a big influence on the qualitative solutions of that elliptic
equation. We will call ms the Sobolev exponent of the FDE.

7.5.1 The Yamabe flow. Inversion and regularity

The FDE is related for this precise exponent to the famous Yamabe flow of Rie-
mannian Geometry. This flow is used by geometers as a tool to deform Riemannian
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metrics into metrics of constant scalar curvature within a given conformal class. We
review the main facts about the Yamabe problem for the reader’s convenience in
Appendix AIII.

Preparing the way for the analysis of extinction, we note that the anomalous
similarity exponent α is now (n+2)/4 (and corresponds to separate variables, β = 0).
The corresponding family selfsimilar solutions is explicitly known and given by the
LoewnerNirenberg formula (7.19)

(7.38) F (x, λ) =

(
knλ

λ2 + |x|2
)(n+2)/2

cf. [LN74]. They represent conformal metrics with constant curvature in the inter-
pretation associated to the Yamabe problem, as we explain in Appendix AIII. In fact,
it is well known that such a metric corresponds to the stereographic projection from
the space Rn into the sphere Sn.

Let us also introduce a technical tool that we will need presently, the inversion.
It is given by the formula

(7.39) ũ(x, t) = |x|−(n+2)u(I(x), t), I(x) = x/|x|2,
It can be checked after some labor that, whenever u is a solution of the FDE with
m = (n− 2)/(n− 2), then ũ is a solution of the same equation. The inversion can be
applied to the profiles of the Emden-Fowler equation with p = ps with equal results.
In particular, Fλ transforms in this way into F1/λ.

Another quite important property of inversion is the conservation of the Lp∗ norm
of the function being inverted, where p∗ = n(1−m)/2 = 2n/(n + 2). Indeed,

∫
ũp∗(x, t) dx =

∫
|y|(n+2)p∗u(y, t)p∗|y|−2ndy =

∫
u(y, t)p∗dy,

i.e., ‖u(t)‖p∗ = ‖ũ‖p∗ .

The inversion formula gives us the possibility of interchanging the behaviour near
x = 0 with the behaviour as |x| → ∞. This fact leads to the following consequence
of Theorem 6.7, an improvement in time of the behaviour at infinity.

Theorem 7.8 Let n ≥ 3, m = ms, and let u0 ∈ Lp∗(Rn) and let u be the solution
of the FDE. Then for all t > 0 we have u(t) ∈ L∞(Rn) ∩ L1(Rn) and moreover
u(t) ≤ C(t)|x|−n+2 for some finite function C(t).

For the proof, observe that u0 ∈ Lp∗(Rn) implies ũ0 ∈ Lp∗(Rn), hence ũ(t) is
bounded for all t > 0 by Theorem 6.7. Using again the inversion, this implies that

u(x, t) = O(|x|−(n+2)).
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Remark. Recalling that for m = ms we have n + 2 = (n − 2)/m, we see that this
result improves the backward effect estimate of Section 5. We have been unable to
establish such a result for m 6= ms.

7.5.2 Asymptotic behaviour

Here is the result proved by Del Pino and Saez, where the condition of radial symmetry
is eliminated with respect to the results of [GP97]. Let us define the weighted norm

(7.40) ‖f‖∗ = sup
x

(1 + |x|n+2)|f(x)|.

for functions f ∈ L1
loc(R

n). Boundedness of this norm means a fast decay condition
similar to the one imposed by [GP97].

Theorem 7.9 [PS01] Let u(x, t) ≥ 0 be a nontrivial solution of the Cauchy Problem
for the FDE in dimensions n ≥ 3 with m = (n− 2)/(n + 2). Assume that the initial
function u0 is continuous and ‖u0‖∗ finite. Let T be the vanishing time of the solution.
Then, there exist λ and x0 ∈ Rn such that

(7.41) (T − t)−(n+2)/4u(x, t) = F (x− x0, λ) + θ(x, t)

and ‖θ(t)‖∗ → 0 as t → T .

The proof is done by rescaling the solution as in (7.6) and then lifting the solution
to the sphere Sn by means of the formula

(7.42) v(y, τ) = (1 + |x|2)(n+2)/2(T − t)−(n+2)/4 u(x, t)

where y = π(x) is the stereographic projection of x ∈ Rn into Sn and τ = log(T/(T −
t)) ∈ (0,∞). It is then shown that v satisfies the following semilinear parabolic
equation of the sphere (cf. [PS01, Ye94])

(7.43) vτ = ∆Svm − c(n)vm +
1

1−m
v,

posed for (y, s) ∈ Sn × (0,∞); ∆S denotes the Laplace-Beltrami operator in Sn and
c(n) is a positive constant.

It is now clear that what we are stating is a result of uniform convergence on the
sphere of the function corresponding to F (i.e., θ transforms into a uniform small
relative error).

We combine the two last theorems into a result that considerably relaxes the
assumptions on u0 for the FDE with Yamabe exponent. Indeed, it shows a first
approximation to the basin of attraction of F for the Yamabe flow.
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Theorem 7.10 Let m = (n − 2)(/n + 2). Under the sole assumption that u0 ∈
L2n/(n+2)(Rn) the solution of the FDE is bounded for all t > 0, ‖u(t)‖∗ is finite, and
the vanishing behaviour of Theorem 7.9 holds. The exponent is optimal.

Proof. First of all, under this assumption we know by the results of Chapter 6 that
u(x, t) is bounded, hence continuous, for all positive t. So we may assume that u0 is
continuous from the outset. Next, we use Theorem 7.8 to fall into the assumptions
of Theorem 7.9.

As for optimality, there are unbounded solutions in Lp
loc(R

n) with p < p∗, as the
ones constructed in the Backward Effect, cf. Theorem 5.10.

7.6 The Dirichlet problem in a ball

As a complement to the previous discussion of the problem in the whole space, we
consider in this section the evolution of the solutions of the FDE with exponents
0 < m < 1 posed in a ball Ω = {|x| < 1} ⊂ Rn, n ≥ 3, with the boundary
Γ = {|x| = 1}. We take boundary conditions

u(x, t) = 0 on Γ× (0, T ),

and initial conditions

u(x, 0) = u0(x) for x ∈ Ω.

We assume that u0 is bounded, continuous and nonnegative. Known theory guar-
antees that this Dirichlet problem admits a unique classical solution, at least for a
certain positive time. The solution is known to vanish in finite time T > 0, so that
u > 0 in Ω×(0, T ) and u(x, T ) = 0.

The asymptotic behaviour of such solutions depends on whether 0 < m < ms,
m = ms or ms < m < 1. The latter case is usually called subcritical in the literature,
thinking in terms of the associated elliptic problem, but should be termed as super-
critical in the notation followed in this text. Such case was solved by Berryman and
Holland in a celebrated paper in 1980 [BH80]. They prove that solutions converge
after rescaling to the selfsimilar solution in separated variables, which amounts to
finding the profile of the Emden-Fowler equation in the subcritical range 1 < p < ps,
defined in a bounded domain with zero boundary conditions7.

The supercritical case (subcritical for us) 0 < m ≤ ms such separate-variable
solutions do not exist. Galaktionov and King study the problem in [GK02] with
positive symmetric initial data u0(r), r = |x|, and show that the asymptotic extinction
behaviour is described by matched asymptotics. For the study of the inner region,

7Such a profile need not be unique if Ω is not a ball.
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near x = 0, they use the fact that the selfsimilar solution with anomalous exponents
(which they call minimal selfsimilar solution of the second kind) is asymptotically
stable as t → T in the symmetric geometry as we have discussed in Section 7.4.
Recall that the solution is radially symmetric and has the form

U(x, t) = (T − t)αF (|x|(T − t)β),

and the anomalous exponent β is negative. They prove that in an inner region of
size |x| = O((T − t)|β|), (which shrinks to a point) the solution u is described to
leading-order the solution by U as t → T−,

u(x, t) ∼ U(x, t).

In any case, this region marks the L∞ norm of u as t → T . On the other hand, the
outer one is |x| = O(1) with

u(x, t) (T − t)µΦ(x),

where µ = α+−(β(n−2)/n), and Φ is the Green function satisfying ∆Φ(x) = −Cδ(x)
in Ω, Φ = 0 on ∂Ω, where C is the matching constant.

The critical Sobolev case needs matching asymptotics. The same authors show
that in the critical Sobolev case m = ms the asymptotic behaviour as t → T−
near the origin x = 0 is essentially non-selfsimilar (unlike the cases m ∈ (ms, 1)
and m ∈ (0,ms)) and is constructed by matching the expansions in the inner and
boundary (outer) domains. This gives the extinction rate as t → T−:

(7.44) ‖u(·, t)‖∞ = γ0(T − t)(n+2)/4| ln(T − t)|(n+2)/2(n−2)(1 + o(1)),

where γ0 = γ0(n) > 0 is a constant. Note that (n + 2)/4 = 1/(1−ms) is the ‘natural
exponent’ found before; it comes affected by a logarithmic correction.

7.7 Comments, extensions and historical notes

Intermediate asymptotics

We have found that the absence of the ZKB solutions has been compensated by
the existence of a new family of selfsimilar solutions that allow to state the relevant
asymptotic convergence results. We realize the crucial role played in the long-time
dynamics of these nonlinear heat equations by the existence of certain types of par-
ticular solutions.

Our analysis has been focused on integrable data. However, our previous results
show that all solutions with exponents (m, p) below the critical line fall at positive
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times into the class of solutions with L1 data. We have even seen that some solutions
with strongly singular data do the same.

Section 7.1. Selfsimilarity of Type II can be considered for all m ∈ R, but plays a
significant role in the study of extinction for the FDE with subcritical exponent, as
we have just seen. The reader is warned that he selfsimilar form (7.1) is found in the
literature under a number of variants, like U(x, t) = tαf(x (T − t)−β) cf. [PZ95]. The
signs of α and β chosen here is intended to make easier the comparative analysis of
both types of solutions via phase-plane analysis. I took the idea of the plane reflection
to represent both types in one plane from [LOT82].

Section 7.2. The main result, Theorem 7.1 is taken from [PZ95] (with somewhat
different notation). I thank M. Peletier for the numerical computations of Figure 7.2.

The best known anomalous exponent problem in nonlinear diffusion is maybe the
focusing problem for the PME studied by Aronson and Graveleau in [AG93].

The analyticity is new but uses the ideas [AV95] where the case of focusing solu-
tions of the PME is treated.

The monotonicity result of Subsection 7.2.2 is new. It would be nice to have a
PDE proof of the monotonicity of the minimal exponents in n and m. We guess this
would be possible if some new idea is introduced. Another open problem is to prove
the monotone dependence of α on n. In the case of the focusing problem for the PME
it was the limit behaviour was proved in [AGV98]: β∗(m,N) → 1/2 if m →∞, while
it tends to 1 as m → 1, always for N ≥ 2. The monotonicity of β∗ as a function of m
in that problem was proved in [ABH03].

Section 7.3. The results about different extinction rates seem to be new. A whole
analysis of the question of actual decay rates in different norms when m < mc is still
in progress.

We conjecture that Theorem 7.6 is true under weaker assumptions on the data.
Can the reader eliminate at least the assumption of monotonicity?

Section 7.4. The main result from Theorem 7.7 is taken from [GP97], and the
application to general data is new, a consequence of our results in Chapter 5.

The extension of these results to nonradial data is completely open when m 6= ms.
In fact, it is not clear that the radial profiles with anomalous exponents will be
attractive in all cases. Our guess is that they are attractive for m ∈ [ms,mc) but not
always for 0 < m < ms. We find that solving this question is an important open
problem. Note that such nonradial instabilities are typical of Continuum Mechanics;
more to the point, they have been found in the closely related study of anomalous
exponents for the focusing problem in the PME, cf. [AA95, AA01].

Section 7.5. The connections with the geometry are a classical subject. The study
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of the elliptic Emden-Fowler problem in the Sobolev case was initiated by Brezis and
Nirenberg in [BN83] and followed by many authors.

Theorem 7.9 is taken from [PS01]; we improve the class of initial data to an almost
optimal class using Chapters 5, 6 and the inversion transformation.

Section 7.6. For the classical (local-in-time) existence theory see e.g the references
in [Kw98] //. The property of extinction in finite time was first proved by Sabinina
[Sb62, Sb65] for a class of one-dimensional parabolic equations of fast diffusion type
in bounded intervals.

The proof of the exact matched asymptotics in [GK02] is a very delicate work. The
existence of logarithmic corrections is a very peculiar feature of dynamical systems
in critical situations. An early case example in the area of nonlinear diffusion was
worked out by Galaktionov and the author in [GV91].

The extension of the results for nonradial solutions is an interesting open problem.

Duality

The existence of the inversion mapping for the FDE with Sobolev exponent implies
that the Forward and the Backward Effect of Theorems 5.1 and 5.10 are somewhat
equivalent. There seems to be a certain Duality between smoothing into L∞ and
improved decay as x → ∞. We have used the smoothing effect of Chapter to get
a more precise result about improved decay at infinity, i.e., the conclusion that u(t)
decays like O(|x|−(n+2)). Open Problem: Investigate the existence of some form of
the above-mentioned duality for m 6= ms, 0 < m < mc.

Admissible rates

In order to fix ideas, let us take as standard decay the one with exponent α = 1/(1−m)
as given in local average by the explicit solution (5.2); we see that for m = ms we have
standard and slower than standard decays, for m > ms only slower than standard,
for m < ms the whole range of all rates faster than standard, plus the standard and
some slower.

Debate. Note that the concepts of fast or slow decay near an extinction point are
somewhat confusing. A higher power of T−t in the decay rate (the α in the selfsimilar
solutions) implies in principle a less abrupt form of approach at zero which can be
seen as slower rate. On the other hand, once T is fixed a higher power of T − t means
a smaller function, which could be seen as faster rate. Since considering T fixed is a
less likely assumption, we favor the first alternative.
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Exercises

Exercise 7.1. This is an exercise about the explicit solution of formula (7.19) for
m = ms. Show that in that case

x(r) =
η2

4n + η2
, w(r) = − 4n

4n + η2

with η = er, so that system (7.27) has the explicit solution w = −1 + x for m = ms

and µ = 0.

Exercise 7.2. Perform the continuation analysis of the end of the Analyticity proof,
Section 7.2.1. Calculate the asymptotics as m → 0 or m → mc (take into account
the results of [PZ95], try to improve on them).

The behaviour of the selfsimilar solutions with β < 0 is a bit surprising since the
profile keeps being shrunk in space at the same type that is shrunk in height. In order
to understand qualitatively this fact of concentration near the origin we propose to
the reader the following problem.

Exercise 7.3. For the solution of Theorem 7.3, prove that for every p < ∞ we have

‖u(t)‖Lp(BR(0)) ∼ (T − t)γ

with γ = α if m ≥ ms, while γ = α− (nβ/p) for m < ms. R > 0 is kept fixed.

Exercise 7.4. Calculate the spread rate of solutions of the PME and the FDE for
m ≥ mc, by obtaining a formula for x(t) for the model solutions. Prove first that x(t)
is finite for m > n/(n + 2) > mc.



Chapter 8

Logarithmic diffusion in 2-d and
intermediate 1-d range

As a transition from the range 0 < m < mc of fast diffusions with extinction to
the super-fast range m < 0 where instantaneous extinction may take place, we study
in this chapter two cases of fast diffusion that offer extinction tied to non-uniqueness
for the Cauchy problem.

The first instance is the range −1 < m ≤ 0 in one space dimension. Here, a simple
and quite complete analysis can be made of the phenomenon of non-uniqueness caused
by the possibility of imposing an outgoing flux at infinity.

We devote much space to the second case, the logarithmic diffusion equation in
the plane, which offers an important instance of loss mass which is tied to geometry.
Subsection 8.2.2 presents a case of weak smoothing effects, and Subsection 8.2.3
contains a study of selfsimilarity and extinction rates for integrable non-maximal
solutions. A new weak local smoothing effect is proved Section 8.3.

This chapter deals mainly with solutions which extinguish in finite time, and can
be considered in that sense as a continuation of the preceding chapters on extinction.
However, an important difference must be observed: the existence of different extinc-
tion rates was obtained in those chapters as a function of the different exponents m of
the equation and of the class of initial data. It will be obtained here as a consequence
of the possibility of controlling the behaviour of the solutions of the same equation
with same initial data through the flux conditions at infinity. In other words, as a
consequence of the non-uniqueness of solutions of the Cauchy Problem.

145
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8.1 Intermediate range −1 < m ≤ 0 in n = 1

The rather radical property of instantaneous extinction that we will study in Chapter
9 as a peculiar feature of the range m < 0 of super-fast diffusion does not apply to
space dimension n = 1 in the range −1 < m ≤ 0, though other remarkable properties
appear in this range. For convenience of reference, we will give to this case the name
of intermediate 1-d range.

We have already mentioned in Section 2.2.2 that this range behaves in some sense
like a supercritical range (we have m > (n − 2)/n after all). Therefore, data in
L1(R) produce solutions in L∞(Rn) for all t > 0 and the decay expressions based on
comparison with ZKB solutions apply. Similar effects apply when u0 ∈ Mp(R) with
p > 1.

Non-uniqueness and Neumann data at infinity

Maybe the main novelty is the lack of uniqueness. It is known from the results
of [ERV88, RV90] that this 1-d problem admits a unique solution for every initial
integrable function u0(s) ≥ 0 and every pair of flux data at infinity of the form

(8.1) lim
x→−∞

(um−1ux)(x, t) = g(t), lim
x→∞

(um−1ux)(x, t) = −f(t),

on the condition that f(t), g(t) ≥ 0 and are for instance bounded1. The physical
explanation is as follows: diffusion is so fast that, in some sense, infinity lies at finite
distance for the particles that form the continuous medium, and this makes it possible
to impose Neumann data at infinity, but only in the sense of outgoing flux.

Actually, the solution depends continuously on the data (u0, f, g) in the L1-norm
and for two solutions u1 and u2 we have

∫
(u1(x, t)− u2(x, t))+ dx ≤

∫
(u01(x)− u02(x))+ dx

+

∫ t

0

{(f1(τ)− f2(τ))+ + (g1(τ)− g2(τ))+} dτ.

We propose another way of looking at this non-uniqueness result: given a nontriv-
ial initial function u0 ≥ 0, we can use the flux data f and g to control the extinction
time of the solution at will: T is determined by the conservation law

(8.2)

∫

R

u0(x) dx =

∫ T

0

(f(t) + g(t)) dt +

∫

R

u(x, T ) dx.

Put u(x, T ) ≡ 0 at extinction time.

1The boundedness restriction can be relaxed.
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For later use (in proving the weak smoothing effect of Subsection 8.2.2) we need to
make precise the sense in which the flux data are taken. When f and g are bounded
functions this sense is as limits in x for a.e. t. But when f and g are continuous the
sense is for every t. This is independent of the regularity of the initial data. Indeed,
we have a priori estimates of the form

−C1 u

t
≤ ut = (log u)xx ≤ C2 u

t
.

which imply upon integration that the limits are taken uniformly in the sense that
e.g. at the left end:

(8.3) |(log u)x − g(t)| ≤ C

t

∫ x

−∞
u(x, t) dx

and this quantity is small (uniformly in t ∈ (τ, T )) when x → −∞. Similarly for f
as x →∞.

Non-uniqueness and integrability

Imposing nontrivial flux data forces the solution to behave like u(x, t) ∼ |x|1/m for
m < 0 (u(x, t) ∼ e−c|x| for m = 0) for fixed t, and such behaviour makes the solution
integrable in space. But we must remark that such a behaviour can be imposed
independently at both ends, x = −∞ and x = ∞. In this way, we may have solutions
with outgoing flux at x = −∞ and integrable profiles at this end, while u0 may not be
integrable near x = ∞ (say, u0 ∼ c) and consequently u(t) is neither. The conclusion
is that non-uniqueness is not restricted to integrable solutions. Moreover, we have
shown in [RV95] how to obtain non-unique solutions by imposing outgoing fluxes for
initial data which are not integrable at either end, for instance, for u0(x) ≡ 1.

But in some sense this result is not characteristic. If we restrict our attention
to solutions that are not integrable at neither end for all times, then existence and
uniqueness hold true for initial data u0 ∈ L1

loc(R
n), as proved in [ERV88, RV95].

Indeed, the theory loses its singular character.

We stop the study here. We will use the results of this section in the study of
logarithmic diffusion in the plane. Some other topics, like lack of uniform continu-
ity, existence of large solutions, asymptotic behaviour and non-existence of solutions
with changing sign are commented upon in Section 8.4. Local smoothing effects are
discussed in Subsection 9.3.3 and the singular limit m → 1 is discussed in Subsection
9.4.1.

8.2 Logarithmic diffusion in n = 2. Ricci flow

The fast diffusion equation in the limit case m = 0 in two space dimensions is a favorite
case of our text for various reasons and we will devote much space to it. From the
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point of view of our systematic study, this is the 2-d end-point of the critical line, so
this section can be seen as a continuation of Section 5.6. The limit equation can be
written as

(8.4) ut = ∆ log(u),

hence the popular name of logarithmic diffusion. We refer to it as (P0) by comparison
with the PME-FDE with exponent m 6= 0 which is labeled (Pm).

However, the problem has a particular appeal because of is application to dif-
ferential Geometry, since it describes the evolution of surfaces by Ricci flow. More
precisely, it represents the evolution of a conformally flat metric g by its Ricci curva-
ture,

(8.5)
∂

∂t
gij = −2 Ricij = −R gij,

where Ric is the Ricci tensor and R the scalar curvature, twice the mean curvature
K. If g is given by the length expression ds2 = u (dx2 + dy2), we arrive at equation
(8.4). This flow, proposed by R. Hamilton in [Ha88], is the equivalent of the Yamabe
flow in two dimensions. We explain the geometry in Appendix A.III for the reader’s
convenience. We remark that, according to formula (AIII.7), what we usually call the
mass of the solution (thinking in diffusion terms) becomes here the total area of the
surface.

Coming to our problem, we recall that the smoothing effect Lp(R2)-L∞(R2) has
been proved for all p > 1. Existence of solutions has been studied systematically
by various authors since the middle 1990’s, see references mentioned in Section 8.4.
Thus, in [REV97] we prove that for every u0 ∈ L1

loc(R
2) there is at least a solution

u ∈ C([0,∞) : L1
loc(R

2). In case u0 ∈ L1(R2) such a solution is never unique, and a
maximal solution can be selected that vanishes in finite time, while there are infinitely
many non-maximal solutions, that must of course vanish in a finite time (cf. what
happens in the intermediate 1-d range).

We concentrate next on the behaviour of such solutions with integrable data for
log-diffusion. We recall two useful tools. Given a solution u(x, t) defined in Q =
R2 × (0, T ), also

(8.6) ũ(x, t) = ku(k2x, t)

is a solution. This is a special case of the scaling transformation. Besides, the inversion
formula

(8.7) u(x, t) =
1

|x|4 u(
x

|x|2 , t)

transforms solutions of equation (8.4) defined for x 6= 0 into new solutions defined in
the same space domain. This inversion must be carefully used, since the behaviour
at the origin changes in such a way that most of times a singularity appears at x = 0.
See below.
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8.2.1 Integrable solutions. The mass loss phenomenon

We assume that u0 ∈ L1(Rn). We recall that solutions exist globally in time for
n = 1, while for n ≥ 3 no solutions exist with such integrable data (as we will explain
in the next chapter, they vanish in zero time). We are thus in a borderline situation
for n = 2. Actually, it is proved that solutions exist and present the following effect:
while for m > 0 the law of conservation of mass holds,

∫
u(x, t) dx =

∫
u0(x) dx,

this property is lost in the limit m = 0, and mass is lost at a certain rate.

The following precise result is proved holds.

Theorem 8.1 For every u0 ∈ L1(R2), with u0 ≥ 0 there exists a unique function
u ∈ C([0, T ) : L1(R2)), which is a classical (C∞ and positive) solution of (8.4) in QT

and satisfies the mass constraint

(8.8)

∫
u(x, t)dx =

∫
u0(x)dx− 4π t.

Such solution is maximal among the solutions of the Cauchy problem for (P0) with
these initial data, and exists for the time 0 < t < T =

∫
R2 u0(x) dx/4π. Moreover,

the solution is obtained as the limit of positive solutions with initial data u0ε(x) =
u0(x) + ε as ε → 0.

Similar results about the phenomenon of mass loss that the theorem announces
were proven independently by Daskalopoulos and DelPino [DP95] and by DiBenedetto
and Diller [DBD96].

The case of the mysterious 4π

It follows from the result that there is a striking difference between m > 0 and m = 0.
It looks as if the minimal mass loss at m = 0, which amounts to 4π units per unit
time, takes place in some mysterious way. We will give several clues to the mystery:

Explanation #1. There is a very simple explanation of the phenomenon for radially
symmetric data and solutions, by transforming the equation into a fast diffusion
equation in n = 1. This is the approach of [VER96], where such class of solutions is
completely described. The transformation, already mentioned in [Ki93], is given by

(8.9) u(r, t) = r−2v(s, t), r = es.

It is readily checked that v satisfies

(8.10) vt = (log(v))ss.
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Note that r > 0 transforms into 0 < s < ∞, and that
∫

R2

u(x, t) dx = 2π

∫

R

v(s, t) ds.

As we have just said, this 1-d problem admits a unique solution for every initial
integrable function v0(s) ≥ 0 and every pair of flux data at infinity of the form (8.1)
on the condition that f(t), g(t) ≥ 0 and are for instance bounded. The following
relation between the fluxes of the two functions is obtained

(8.11) r ∂r(log u(r, t)) = −2 + ∂s(log v(s, t)), r = et.

This allows to explain the mass loss phenomenon. Indeed, the weak solutions of
the 2-d problem must have zero flux ar r = 0 (by regularity and symmetry), which
means that after transformation into n = 1, the 1-d equivalent has flux= −2 at
s = −∞. It follows that the transformed solutions v(s, t) cannot be the maximal
solutions of the 1-d Cauchy problem (they would have zero flux and conserve mass,
while ours lose the amount of f + g units of mass per unit time, and this sum is at
least 2). Using this approach, the following general result is proved. cf. [VER96].

Proposition 8.2 For every rearranged u0 ∈ L1(R2) and for every bounded function
f(t) ≥ 2, there exists a unique function u ∈ C([0, T ) : L1(R2)), which is a radially
symmetric and classical solution of (P0) in QT and satisfies the mass constraint

(8.12)

∫
u(x, t)dx =

∫
u0(x)dx− 2π

∫ t

0

f(τ) dτ.

It exists as long as the integral in the LHS is positive. The case f = 0 corresponds to
the maximal solution of the Cauchy Problem. In any case, the solution is bounded
for all t > 0.

Thus, not only there are infinitely many solutions for every fixed nontrivial initial
function u0, but also the extinction time can be controlled by means of the flux data
f . Moreover, these solutions satisfy the asymptotic spatial behaviour

(8.13) lim
r→∞

r ∂r(log u(r, t)) = −f(t)

for a.e. t ∈ (0, T ). It follows that

log(1/u(r, t)) ∼ f(t) log(r) ≥ 2 log r as r →∞.

It is further proved that for maximal solutions

(8.14) u(r, t) ≥ C(t)

r2 log r2
.
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This estimate will be used to justify the geometrical explanation below.

Explanation #2. Let us now consider a particular situation that can be later used
to understand the general case. We try to start the evolution from a Dirac mass.
Indeed, we have discussed in Subsection 5.5.4 the limit of the ZKB solutions Um(x, t)
when m > 0 and m → 0. The explicit formulas (5.32) have allowed us to see that

(i) Um(x, t) → 0 as m → 0 uniformly in the set t ≥ M/4π. This is extinction in
quite explicit form.

(ii) Let ΩR complement of BR(0). The limit m → 0 of the mass of Um contained
in ΩR amounts precisely to 4πt as long as 4πt ≤ M . It contains the 4π we were
looking for. Summing up, we have

Lemma 8.3 In the above situation we get

(8.15) lim
m→0

∫

BR(0)

Um(x, t; M) dx = M − 4πt,

whenever 0 < R < ∞ is fixed and t < M/4π. The limit is zero if t ≥ M/4π.

(iii) Moreover, it is easy to see then that for every 0 < t < M/4π we have

lim
m→0

Um(x, t; M) dx = (M − 4πt)δ(x).

This means a striking fact: the logarithmic equation (8.4) posed in R2 with data
a Dirac mass u0(x) = M δ(x), does not admit a weak solution in the usual sense,
though it admits as a generalized solution the expression

(8.16) Um=0(x, t; M) = (M − 4πt)+ δ(x).

The mass defect, 4π units of mass per unit time, is explained as a mass that has dis-
appeared at infinity by an effect of super-fast diffusion2. Let us sum up the situation
in more physical terms: the point mass is trickling into the medium at a rate of 4π
units per unit time; unfortunately, we cannot see that diffused mass because the fast
diffusion for small intensities carries it immediately to x = ∞.

Explanation #3. The general case. Using this precise computation as a tool,
we can attack the mass-loss effect for general data u0 ∈ L1(R2), u0 ≥ 0, by using
the ideology of the worst-case that permeates this book, and applying it in the limit
m → 0. More precisely, the description of the mass loss phenomenon is based on the
possibility of comparing solutions with different diffusivities. Indeed, we want to take
the limit of (Pm),

(8.17) ut = ∆(um/m),

2In functional terms, this defect is a manifestation of Fatou’s theorem.
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for 0 < m < 1, precisely as m → 0. The normalization factor 1/m is important here,
since in the limit we find solutions of the logarithmic diffusion equation (P0), i.e.,
(8.4).

Theorem 8.4 The maximal solution of the Cauchy problem for (P0) with L1 initial
data is the limit as m → 0 of the solutions of the Cauchy problems (Pm).

Proof. (i) Let u0 ∈ L1(R2), u ≥ 0, M =
∫

u0(x) dx, and let um(x, t) be the solution
of equation (Pm) with m > 0. We know that all the solutions um(x, t) are positive,
C∞ smooth functions defined for all x ∈ R2 and t > 0. We use the concentration
comparison, Theorem 1.3, for m > 0 in a standard way and pass to the limit m → 0
to get for every t > 0

lim
m→0

∫

|x|≤R

u∗m(x, t) dx ≤ lim
m→0

∫

|x|≤R

Um(x, t) dx = M − 4π t.

We recall that u∗m is the symmetrization of um with respect to the space variable.

(ii) We have to show that the converse inequality holds when R = ∞ and 0 < t <
M/4π. We proceed in several steps. In the first one, we assume that u0 is radially
symmetric, bounded and compactly supported. Then we recall the theory developed
in [VER96] according to which equation (P0) can be solved for these initial data with
so-called Neumann data at infinity of the form

− lim
r→∞

ru′(r)
u(r)

= a,

whenever a ≥ 2. The mass loss of this solution is 2πa units of mass per unit time.
This has been explained above.

But then we recall the possibility of comparing solutions of equations with different
nonlinearities in Theorem 1.3 and notice the fact that φ0(s) = log(s) is more diffusive
than C φm(s) = C sm/m, m > 0, when acting on functions bounded above by a
constant L > 0, if

1

s
≥ C sm−1, 0 < s < L,

i.e., if C ≤ L−m (for the comparison of diffusivities see Subsection 1.1.5). Therefore,
we may use the theorem to compare solutions with same initial data and different
diffusivities and conclude that

u(·, t) ≺ um(·, Cmt)

where we denote by u(t) = u(x, t) the solution of the logarithmic problem with flux
data a. It follows that for all R > 0

∫

|x|≤R

um(x, t) dx ≥
∫

|x|≤R

u(x,Cm t) dx ≥ M − aCm t− ε(R),
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where ε(R) → 0 as R → ∞. We may now pass to the limit and use the fact that
Cm → 1 as m → 0 to conclude that the mass loss is exactly 4π t in the limit m → 0.

(iii) The extension to radial functions u0(x) without the assumptions of bound-
edness or compact support is immediate by density. The case of radial solutions is
solved.

(iv) The extension to non-radial solutions of the lower bound for the mass proceeds
by comparison with radial solutions. Assume first that u0 is continuous and positive.
We find a radially symmetric function of mass M ′ < M such that 0 ≤ u′0(x) ≤ u0(x).
This can always be done, and we may even shift the origin of coordinates if we want to
find a larger value of M ′. Let um and u′m the respective solutions, um(x, t) ≥ u′m(x, t).
By the L1-contraction property we have

∫
(um(x, t)− u′m(x, t)) dx ≤ M −M ′.

Indeed, equality holds since they are ordered. On the other hand we have proved that
in the limit u′m loses exactly 4πt units of mass if 0 < t < M ′/4π. In this interval we
have then

lim
m→0

∫

|x|≤R

um(x, t) dx ≥ M −M ′ + M ′ − 4πt− ε(R) = M − 4πt− ε(R),

and the result is proved for 0 ≤ t ≤ M ′/4π. We continue by iteration until no mass
is left, using the fact that solutions of equations (Pm), m ≥ 0, are continuous and
positive as long as they do not vanish, cf. [REV97].

(v) The extension to all functions u0 ∈ L1(Rn) is done by approximation using
the L1 contraction of the PME for all exponents m. We ask the reader to fill in the
details. We also skip the justification of the properties of the limit solution which can
be found in previous reference.

Explanation #4. The value 4πt has a very precise geometrical meaning, related
to the Gauss-Bonnet formula. According to the formulas derived in Appendix A.III,
if our constructed solution corresponds to the conformal factor of a complete two-
dimensional manifold, then it must lose exactly 2π times the Euler characteristic of
M which should be 2, hence the total of 4π per unit time for the mass loss. See
the appendix for more details on this intriguing topic. The fact that the metric is
complete depends on checking that x = ∞ stays at an infinite distance for the metric,
i.e., if ∫

γ

u(x, t) dr = ∞

along any curve that joins a point P = x0 to x = ∞, for every fixed t > 0. This
depends on the lower bound (8.14) for all solutions that we have obtained first in the
radially symmetric case, and holds then for general data.
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Explanation #5. Mass loss and the universal decay estimates. This is not a
proof, but a confirmation. If we consider the extinction results of Chapter 5, we find
the universal estimate for the decay of the Mp∗-norm, formula (5.4), which is valid
for 0 < m < M − c and n > 2. In view of the value of constant k(m,n) given by
(5.5), if we take the liberty of admitting real numbers for the dimension n and let
m → 0 and n → 2 we find as limit the value 4π. More precisely, we have

(8.18) lim
m→0,n→2

d

dt
sup
r>0

(|Br|σ
∫

Br

u(x, t) dx) ≤ −4π.

with σ = (n(1 − m) − 2)/n(1 − m) → 0. This is a formal proof of the result we
are discussing that relates it to a much more general extinction phenomenon. See
comment in 5.8.

8.2.2 Weak smoothing effect

Theorem 5.1 shows the existence of the strong smoothing effect Lp-L∞ for all p > 1
in the log-diffusion case, n = 2, with precise exponents and constants. However, the
strong effect cannot be true for p = 1, since it would also imply an L∞-estimate
for the limit of the approximations of the Dirac delta as an initial mass, and this is
impossible in view of the analysis performed above, reflected in formula (8.16). But
the weak form of L1-L∞ effect is true.

Theorem 8.5 Every solution of the logarithmic diffusion defined in Q = R2× (0, T )
corresponding to integrable data u0 ≥ 0 is bounded for all positive times, and the
bound is uniform for t ≥ τ > 0 (for a given solution).

Proof. (i) We start with a simple but representative situation. Let us also assume
that u0 is integrable, radially symmetric and decreasing in r = |x|. If u0 is bounded,
there is nothing to prove. The case u0 ∈ Lp(R2) for some p > 1 has already been
settled. So we should assume that this does not happen.

We consider the maximal solution u(r, t) of the Cauchy Problem, presented in
Theorem 8.2. It can be obtained from classical, bounded, and maximal solutions
un with data u0,n(r) = min{u0(r), n} . We have explained how to transform these
solutions into solutions vn(s, t) of a one-dimensional problem. We translate into two
dimensions the one-dimensional smoothing effect, cf. [ERV88, Prop. 2.6.iii], to get

(8.19) un(r, t) ≤ C
M2

r2 t
.

We thus conclude that the increasing limit u(r, t), which is the maximal solution of
the original Cauchy Problem, exists and is a classical solution of the equation except
possibly at r = 0 , and it satisfies the previous estimate.
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We still have to check that u(0, t) is bounded above for every 0 < t < T . For
this we will need a finer growth estimate near r = 0. Here is the argument: if we
look carefully at the one dimensional solution v(s, t), we see that it solves (8.10) and
has flux −2 as s → −∞. These flux data are taken at least in an a.e. sense, cf.
[RV90]; we have also pointed out in Section 8.1 that they are taken for all 0 < t < T .
Therefore, for all τ > 0 we have

lim
s→−∞

(log v)s(s, τ) = −2,

Translating back this result by means of (8.11) we get r ∂r(log u)(r, τ) = 0 as r → 0,
so that

log u

log r
→ 0 as r → 0 ,

for τ > 0 , which is not sufficient, but at least implies that u(x, τ) ∈ Lp(R2) for all
p < ∞. Now, the smoothing effect from Lp into L∞ has already been proved in
Theorem 5.1. Therefore, u(t) ∈ L∞(R2) for all t > τ > 0, i.e., for all t > 0.

(ii) If the data are not radially symmetric, we may use the symmetrization results
of [Va04b], as described in Theorem 1.3. This technique allows to conclude that the
non-radial solution admits as an Lp upper bounds the Lp-norm of the solution of the
symmetrized problem (1 ≤ p ≤ ∞).

(iii) Finally, non-maximal solutions are obviously bounded above by the corresponding
maximal solutions that have the same initial data.

8.2.3 Integrable non-maximal solutions

In the case of maximal solutions, where no selfsimilar asymptotic model was found.
On the contrary, there are selfsimilar models for the solutions with outgoing flux
larger than 4π. The most typical one is the separate-variable solution

(8.20) u(x, t) =
8(T − t)

(1 + x2)2
.

It represents the evolution of a surface with total area
∫

u(x, t) dx = 8π(T − t), hence
a loss mass rate of 8π, i.e.,

(8.21)
d

dt

∫
u(x, t) dx = −8π,

as the reader will easily check. Note that this is twice the minimal rate. This solution
is the analogous in n = 2 to the minimal solutions of the Yamabe problem (n > 2, m =
ms > 0), described in (7.19), (7.38) (hint: put a = 1/

√
8 in the former). Therefore,

this solution represents the conformal shrinking of a flat metric representable by
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stereographic projection as a standard metric on sphere in R3. We may say that the
whole evolution represents the shrinking of a ball into a point with a linear rate, and
this aspect was pointed out by R. Hamilton [Ha88]. Note finally that this solution is
transformed into itself by the inversion formula (8.7).

More generally, we can consider Type-II selfsimilar solutions of the form

(8.22) u(x, t) = (T − t)αf(x (T − t)β),

with radially symmetric profiles f > 0 and α = 2β + 1. They can be constructed by
the phase-plane analysis proposed in Chapter 7, or by transformation into the one-
dimensional problems. Actually, with the notation of Chapter 7, the relevant system
(7.14) simplifies for m = 0, n = 2, into

(8.23) Ẋ = −(α + βX)Z, Ż = (2 + X)Z,

where Ẋ = dX/dr, Ż = dZ/dr. Contrary to the case m > 0, this system can be
easily analyzed. The solution is given for β 6= 0 by the formula

(8.24) βZ + X − 1

β
log(1 +

β

2β + 1
X) = 0.

The case β = 0, α = 1, leads to the explicit solution above, which reads in this
formulation Z = −(1/2)X(X + 4). Let us sum up the result.

Theorem 8.6 For every α > 0 there is a unique solution of problem (8.25) of the
form (8.22) up to scaling. All these solutions are integrable and have a mass loss rate
M ′(t) = −2πc, with c a decreasing function of α.

Scaling means transformation (8.6). We indicate the main steps of the proof of
these facts in Exercise 9.3, and we ask the reader to work it out. It is proved that
c(α) → 2 as α → ∞, c(1) = 4, and c(α) → ∞ as α → 0. A complete derivation
of these profiles has been done [VER96, Appendix, page 42] though the notation is
different and the conclusion is not looked at in the present form.

In this way,we parallel in some sense the results of Chapter 7 by finding a Type-II
selfsimilar solution for all exponents α > 0 (cf. with the results of Corollary 7.5).
There are differences: now all the solutions are integrable in space, and there is no
solution of this class with slowest space decay.

The phenomenon of relative concentration, described in Subsection 7.2.3 for the
special selfsimilar solutions of Chapter 5 in the range 0 < m < ms, has a parallel
here. When we look at the imposed flux rates, we find the following classification.

Proposition 8.7 (i) For flux rates −M ′(t) ∈ (4π, 8π), the selfsimilar solutions (8.22)
spread because β > 0;
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(ii) for −M ′(t) > 8π solutions concentrate towards Dirac deltas in relative size as
t → T , since β < 0;

(iii) for M ′(t) = −8π we have separation of variables and stabilization in relative size.

Also the maximal solution, i.e., the case M ′(t) = −4π, spreads in time as we will
see next, though there is no selfsimilar form.

8.2.4 Asymptotic behaviour

We report here on the asymptotic in time behavior of solutions of the Cauchy problem

(8.25)

{
∂u/∂t = ∆ log u in R2 × [0, T )

u(x, 0) = u0(x) on R2

with 0 < T ≤ ∞ and initial data u0 ≥ 0 and locally integrable. Because of non-
uniqueness, we must specify the class of solutions under consideration.

Maximal solutions

We first consider the class of maximal solutions, which have an interesting geometry
and exhibit a delicate behaviour. The basic fact to be announced is: there is no
selfsimilar model for the class of maximal integrable solutions of the log-diffusion
equation in n = 2 (due to the failure of existence of solutions with a Dirac mass as
initial data). J. King [Ki93] has formally analyzed the extinction behavior of maximal
solutions u of (8.25) satisfying

∫

R2

u(x, t) dx =

∫

R2

u0(x) dx− 4 π t

as t → T , with T = 1/4π
∫
R2 u0(x) dx. His formal asymptotics show that if u0 is

radially symmetric and compactly supported then, as t → T , the maximal solution u
enjoys the asymptotics

(8.26) u(x, t) ≈ 2 (T − t)2

T (r2 + λ e2T/(T−t))
, for r = O(eT/(T−t))

for some constant λ > 0, while

(8.27) u(x, t) ≈ 2T

r2 log2 r
, for (T − t) ln r > T .

Note that formula (8.26) means an exponentially small size of the solution as t → T
(very slow extinction). The above (non-selfsimilar) asymptotics have not been shown
rigorously. However, Daskalopoulos and Hamilton [DH04] have recently established
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sharp geometric estimates on the “geometric width” and the “maximal curvature” of
maximal solutions of (8.25) near their extinction time for solutions of the logarithmic
fast diffusion equation in the plane with bounded curvature. In this case, the area is
given in terms of the maximal time T < ∞ by A(t) = 4π(T − t). They prove there
exists C < ∞ such that the width w and maximum curvature Rmax satisfy for all
t ∈ (0, T )

T − t

C
≤ w (t) ≤ C (T − t)

and
1

C (T − t)2 ≤ Rmax (t) ≤ C

(T − t)2 .

Integrable non-maximal solutions

We consider next the extinction behavior of non-maximal radially symmetric solutions
of (8.25). Assume that u0 ≥ 0 is a radially symmetric, nontrivial function. Then,
we know that for every c > 2 there exists a unique solution u of the log-diffusion
equation (8.25) defined in R2 × (0, T ) with T =

∫
R2 u0(x) dx/2πc, and satisfying

(8.28)

∫

R2

u(x, t) dx =

∫

R2

u0(x) dx− 2πc t, 0 < t < T.

This solution is bounded for t ≥ τ > 0. We also have the behaviour

(8.29) lim
r→+∞

r ur(r, t)

u(r, t)
= −c, uniformly on [a, b], as r →∞

for any 0 < a < b < T (as shown in [ERV88]). S.Y. Hsu [Hs03], [Hs04] studied the
extinction problem and proved that there exist unique constants α > 0, β > −1/2,
α = 2β + 1, depending on c, such that the rescaled function

v(y, τ) =
u(y/(T − t)β, t)

(T − t)α

where
τ = − log(T − t)

will converge uniformly on compact subsets of R2 to φλ,β(y), for some constant λ > 0,
where φλ,β(y) = φλ,β(r), r = |y| is radially symmetric, smooth and positive and
satisfies the O.D.E

1

r

(
rφ′

φ

)′
+ α φ + βrφ′ = 0, in (0,∞)

with
φ(0) = 1/λ, φ′(0) = 0.
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Actually, the relation between α and c is given by Theorem 8.6 and φλ,β(y) is just
a scaling of the selfsimilar profile f of formula (8.22). Of course, in the case where
c = 4 the above result simply gives the asymptotics

u(x, t) ≈ 8λ(T − t)

(λ + |x|2)2
, as t → T

corresponding to the geometric result of Hamilton [Ha88] and B. Chow [Ch91] that
under the Ricci Flow, a two-dimensional compact surface shrinks to a sphere.

The extinction behavior of non-radial solutions to (8.25) satisfying (8.28) with
c > 0 is still an open question.

8.2.5 Nonintegrable solutions

If the initial data u0 is a locally integrable function but
∫
R2 u0(x) dx is infinite, then

there exists a solution u of the Cauchy problem (8.25) on R2 × [0,∞). Unique-
ness of such solutions is guaranteed in the radially symmetric case. More generally,
uniqueness is proved in [REV97] under the assumption that the solution satisfies the
asymptotic behaviour in space

(8.30)
1

u(x, t)
= O(r2 log r2/t) as r = |x| → ∞.

The gist of the condition is to impose a restriction of not decaying very fast at infinity,
so that the effect of very fast diffusion will not take place in the form of nontrivial
Neumann boundary conditions. See also Exercise 8.5.

It is not possible to ask for a uniqueness result for nonradial solutions with non-
integrable data if we allow for fast decay along some range of directions. Thus, the
non-unique solutions of the same equation in one space dimension, let us call them
v(x1, t), with Neumann conditions at x1 → ∞ can be considered as solutions in two
dimensions by putting

u(x1, x2, t) = v(x1, t).

In this way, we can construct for the same non-integrable initial data an infinite
collection of non-integrable solutions in Q = R2 × (0, T ) that extinguish in a finite
time T that can be prescribed. The question of uniqueness in this general setting is
still partially understood.

The question of asymptotic behaviour is discussed in the literature under strong
restrictions on the data. Here is an example: S.Y. Hsu [Hs04] studied the asymptotic
profile of u under the assumption that the initial data u0 satisfies the growth condition

(8.31)
1

β(|x|2 + k1)
≤ u0 ≤ 1

β(|x|2 + k2)



160 Logarithmic Diffusion

for some constants β > 0, k1 > 0, k2 > 0. Under (8.31) the Cauchy problem (8.25)
admits a unique solution u on R2 × [0,∞) which satisfies the bounds

(8.32)
1

β(|x|2 + k1 e2βt)
≤ u(x, t) ≤ 1

β(|x|2 + k2 e2βt)
.

Assume that the initial data u0 satisfies (8.31). It is shown in [Hs02b] (see also in
[Wu93]) that the rescaled function

w(x, t) = e2βt u(eβt x, t)

will converge, as t →∞, uniformly on R2 and also in L1(Rn), to the function

φβ,k0(x) =
2

β(|x|2 + k0)

for some unique constant k0 satisfying
∫

R2

(u0 − φβ,k0) dx = 0.

8.3 Weak local effect in log-diffusion

We report here on a very recent result obtained in [V06] that extends the weak effect
described in Subsection 8.2.2. Here is our improvement of that result in the form of
a local effect.

Theorem 8.8 Let u(x, t) > 0 be a smooth solution of the PLDE defined in Q =
BR × (0, T ) with initial data in L1

loc(BR). Then for every t1, t2 > 0 and R′ < R, u is
uniformly bounded in Q′ = BR′ × (t1, t2) with a bound that depends on R, R′, t1, t2
and u0.

There are three cases in the proof: first and second, for radially symmetric func-
tions, then for general functions.

1. Globally defined radial case. We just use the transformation into 1-d to get
a function v(s, t) that evolves according to 1-d log-diffusion with locally integrable
data. Note that the origin r = 0 maps into s = −∞. The result is true by some
simple comparison away from the origin R0 < r < R. The strong local effect was
obtained in [ERV88] and will be reviewed in Subsection 9.3.3.

On the very end, s = −∞, we have an estimate that has to be transformed into
r = 0 as is done in the weak global effect in Theorem 8.5 above. In the first step it
is proved that it belongs to Lp

loc for all p. Then, a more classical smoothing result is
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applied that implies that for data in the spaces Lp(R2) + L∞(R2), 1 < p < ∞, the
solutions are bounded.

1. General radial case. (i) The last part of the previous argument works for
globally defined solutions. In order to prove boundedness, including also r = 0, for
solutions which are locally defined in space, we use as comparison function a certain
u2(r, t) with the following properties: it is a radially symmetric solution of the PLDE
defined in Q1 = BR(0)×(0,∞), it is smooth and positive, it is increasing in the radial
direction and has blow-up on the lateral boundary Σ = ∂BR × (0, T ). We can take a
solution of the form

(8.33) u2(r, t) = (t + 1)ρ(r), r = |x|.

The existence of such solutions is easy to conclude by solving the elliptic problem
(ODE) satisfied by ρ(r); it is proved in detail in Appendix A of paper [V06]. We will
use that the profile ρ behaves at |x| → R like

(8.34) ρ(r) ∼ 2

(R− r)2
.

(ii) We take the quotient w = u/u2. By virtue of the equations satisfied by u and u2,
we have

(8.35) u2wt + u2,t(w − 1) = ∆ log w.

We know that w ≤ 1 near the lateral boundary Σ. Actually, w → 0 there.

Now, we introduce the function z = sup{w, 1} − 1 = (w − 1)+. We multiply the
equation by p(log w), where p(s) is a Brezis function approximating sign +(s), and we
use Kato’s inequality, ∆j(u) ≥ j′(u)∆u, which implies ∆u+ ≥ sign +(u)∆u, to get

(8.36) u2zt ≤ ∆ log(z)− u2,tz ≤ ∆ log(z).

Recall that zt = wtsign +(w − 1) and that

sign +(log(w)) = sign +(w − 1).

Inequality (8.36) describes our function z as a subsolution of a LDE in Q but for
the presence of the weight u2. Note also that z takes the value zero on the lateral
boundary in a continuous way.

(iii) In order to get rid of u2 and at the same to work in the whole space, we can
perform a stretching of variables that is taken from the study of symmetrization with
weights of [ReV05]: if x = (r, θ) in polar coordinates, we take new polar coordinates
y = (s, θ) such that ρ(r)rdr = sds for 0 < r < R. This is a kind of mass change, as
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we will explain in more detail below. Note that as r → R we have s → ∞ with the
estimate

s(r) ∼ (log(R/r))−1/2 ∼ (R− r)−1/2

as r → R. Note that s(r)/r → (ρ(0))1/2 > 0 as r → 0. In this way we define a
bijective map x 7→ y = T (x) from BR(0) onto R2. Changing the time variable into
τ = log(t + 1) and expressing z as a function (s, τ), z(r, t) = Z(s, τ) we have

(8.37) Zτ ≤ t + 1

u2r

d

dr

(
r

d

dr
(log(z)

)
=

d

sds

(
a(s)s

d

ds
(log Z)

)

The coefficient is given by a(s) = r2ρ(r)/s2. As r → R we have

a(s) ∼ (R− r)−1 →∞.

We conclude that a(s) ≥ c for all y ∈ R+.

(iv) The standard symmetrization for parabolic equations allows to compare z with
the solution of the equation

(8.38) Zτ = ∆y log Z

taking as initial data the spherical symmetrization of the function Z(y, 0) = Z(s, θ, 0) =
z(x, 0). Let us call this solution Z(y, t).

There are two ways of ending the argument. Function Z(y, 0) belongs to L1(R2)
since we have dy = sdsdθ = ρ(r)rdrdθ = ρ(r)dx, hence

∫ ∞

0

Z(y, τ) dy =

∫ R

0

(w(x, t)− 1)+ u2(x, t) dx =

∫ R

0

(u(x, t)− u2(r, t))+ dx ≤ C.

In that case the weak smoothing effect for solutions in the whole space with L1-data
proved above shows that Z(·, τ) ∈ L∞(R2) for all t > 0. The bound is of weak type,
depends on some information on the initial function that is not only the integral. As
a consequence of the standard symmetrization result, we have

(8.39) ‖Z(·, τ)‖∞ = ‖z(·, t)‖∞ ≤ ‖Z(·, τ)‖∞ < ∞.

An alternative way is to take into account that we already know that if this latter
function belongs to some space Lp(Rn) with p > 1, then we know that the strong
smoothing effect u(x, t1) ∈ Lp

loc(R
2) for some p > 1 by the local analysis done at

x = 0. This means that z(x, t1) ∈ Lp(BR), that Z(y, τ1) is in Lp(R2), and then the
strong smoothing effect implies boundedness for t > t1.

2. General nonradial data. If u is not radial, we use a new symmetrization
argument. The theory of symmetrization for elliptic and parabolic equations which
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have weights like the factor ρ(r) in (8.36) has been developed recently in a paper with
[ReV05], where the equation is written as

ρ(x)ut = Lϕ(u) + g(x, t),

L a linear uniformly parabolic operator, that we will assume here to be the Laplacian,
and g is an integrable function. The equation can be replaced by an inequality like
in (8.36), where g = 0 and ϕ(s) = log(s).

The application of the technique of symmetrization with respect to the measure ρ
of [ReV05] uses the a transformation y = T (x) exactly as described in the previous
step. For reference, it is done in any dimension d ≥ 2 in standard spherical coordinates
written as before, in order to conserve the elements of volume, which are given by
dy = sd−1ds dΩd−1 and dx = rd−1dr dΩd−1 (3), the function s(r) is defined by the
ODE

(8.40) sd−1 ds

dr
= ρ(r) rd−1 ,

plus the initial condition s(0) = 0. This is what we did in step (iii) above, since
d = 2 in our case. The possibility of applying symmetrization to nonradial solutions
is subject to the extra condition

(8.41)
ds

dr
≥ K ρ1/2

for a certain constant K > 0. This is true in our case since s′(r) = ρ(r)r/s(r), in
view of the known behaviour of ρ(r) and s(r) for r ≈ 0 and r → R.

Under all those assumptions, we can use the symmetrization theory of [ReV05]
to compare our function z(x, t), subsolution of u2zt = ∆ log z that vanishes on the
boundary of its domain BR(0), with the solution u of the Cauchy problem

(8.42)

{
ut = C∆y(log u),

u(y, 0) = z∗0,µ,

posed in Ω∗
µ = R2 as spatial domain for the variable y. The constant C is specified

in that paper but is unimportant here. Since
∫

R2

z∗0,µ(y) dy =

∫

Br(0)

z0(x) ρ(x)dx < ∞

(note that z0 vanishes in a neighbourhood of the boundary), the µ-symmetrization
of z0 is integrable in R2. Now, we know that for problem (8.42) the weak smoothing
effect applies in its global form. In particular, we know that u(y, t) ∈ L∞(R2) for
every t > 0. The symmetrization comparison ensures that z(x, t) is also bounded.

3dΩd−1 is the surface element on the unit sphere Sd−1, it will not appear later.
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8.4 Comments and historical notes

Section 8.1. One-dimensional equation

Applications. The one-dimensional log-diffusion equation appears to describe the
fluid dynamical limit of Carleman’s equations for the interaction of two types of
particles moving against each other, see [Cl57, Ku73, McK75, LiTo97, SV05], The
equation also arises in the study of the expansion of a thermalised electron cloud
[LH76]. It appears also as a model for long Van-der-Waals interactions in thin films
of a fluid spreading on a solid surface, if certain nonlinear fourth order effects are
neglected, and then u denotes the height of the liquid film, cf. [LMR76, Ge85].
Chayes, Osher and Ralston study the equation for n = 1 and m < 0 in connection
with self-organized criticality, modelling avalanches in sandpiles [ChOR93].

Range m ≤ 0 and Pressure formulation. The equation with m < 0 has been
studied by Bertsch, Dal Passo, Luckhaus and Ughi /// for all n ≥ 1 in a series of
papers where the pressure version of the equation is used. The variable is v = um−1,
and that leads to equation (5.36): vt = v∆v−κ|∇v|2, with κ = 1/(1−m), see Section
5.7. They study in that context the definition of viscosity solution and the questions
of uniqueness and positivity, that for u means boundedness. We recall the work of
Bertsch and Ughi [BU90] for the subject of local boundedness. We have already
explained in Section 3.7 the well local boundedness effects for the FDE in the range
mc < m < 1, cf. [HP85].

Lack of continuity. This case is singular in many respects. Thus, it is shown in
[Va05] that bounded nonnegative solutions need not be uniformly continuous in their
domain of definition; the Harnack inequality fails; moreover, bounded discontinuous
solutions can be produced as limits as perfectly classical solutions. Even the complete
positivity in space that is a typical property of fast diffusion flows fails and we can
have zero-set patterns that we call needles in [Va05].

Selfsimilarity. There exist selfsimilar solutions of the Cauchy problem in the case
−1 < m < 0, n = 1, that have constant flux at infinity, and thus extinguish in finite
time. These solutions have the form of separate variables.

There also exist selfsimilar solutions with variable flux function of the form

(8.43) u(x, t) = (T − t)αf(x (T − t)β),

where the exponent β is not zero ((1−m)α = 2β − 1) .

Asymptotic behaviour. The asymptotic behaviour of the solutions with outgoing
flux f(t) > 0 near the extinction time has been studied by Hsu in [Hs02] in the
log-diffusion case m = 0, under some extra conditions on the data: if u0 ∈ L1(R) is
an even function and is monotone decreasing in r ≥ 0, u0 ≥ 0 on R, and the flux
function f ∈ C([0,∞)) is a monotone increasing function, and there is extinction in
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finite time, then the function

(8.44) v(x, s) =
u(x, t)

T − t
, s = − log(T − t)

converges as s →∞ to the function

(8.45) vλ(x) =
2

λ cosh2(x/
√

λ)

uniformly on every compact subset of R, with λ = 4/f(T )2.

Local and large solutions. Solutions of the 1-d FDE need not be defined in the
whole of R. Interesting in that respect is the existence of large solutions, i.e., solutions
that are defined in a finite or semi-infinite space interval and take infinite boundary
values on the boundary located at finite distance. Existence of such solutions is a
well-known consequence of the existence of local estimates. Maybe the most famous
solution in that respect in the one-dimensional case is

(8.46) Um(x, t) = cm t1/(1−m)x−2/(1−m),

which are just a modification of the special solutions (5.2) so much used in Chapter
5 in connection with estimates in Marcinkiewicz spaces. Note that now se take as
domain of definition for the space variable either I1 = (0,∞) or I2 = (−∞, 0). Note
that for m = 0 we have U0(x, t) = 2t/x2. We have studied such singular solutions for
m > mc, m > 0 in all dimensions in [ChV02].

Changing sign. There is still a curious novelty associated to changing into the range
m ≤ 0 in n = 1 : the equation does not admit any solutions with changing sign. This
phenomenon has been explored by Rodŕıguez and Vázquez in [RV02]; it is moreover
shown that when we approximate the problem by a sequence of diffusion equations
ut = φn(u)xx for which a unique solution exists, then in the limit three options may
happen: either the limit solution is positive everywhere and takes some ‘projected
initial data’, or it is negative everywhere in a similar fashion, or it is identically zero.
Finding the new initial data implies solving an associated elliptic problem. This
property extends to dimensions n ≥ 1.

Section 8.2. The singular parabolic equation ut = ∆ log u arises in space dimension
n ≥ 2 in a number of models in liquid film dynamics, gas kinetics and plasma diffusion.
Thus, in [DBD96] the authors study the model problem of a thin colloidal film spread
over a flat surface, and u represents the thickness.

The equation has been studied systematically by various authors since the 1990’s,
starting with the papers [DBD96, DP95, Hu94, VER96, REV97].

The connection of the logarithmic diffusion with Ricci flow and two-dimensional
geometry is explained for instance in [Ha88, Wu93], see also the remarks in [REV97].
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The results about the loss of mass in the limit m = 0 are taken from [VER96, REV97].
The present proof of the amount of mass loss performs a complete derivation of the
phenomenon by mass comparison techniques, and was not included in that paper.

The condition
∫
R2 u0(x) dx ≥ 4πT of Theorem (8.1) can also bee seen as a restric-

tion on solvability of the Cauchy Problem in the domain Q = R2× (0, T ), and this is
for instance the approach of [DP95]. In fact, the condition is necessary and sufficient
in the class of data {u0 ∈ L1(R2), u0 ≥ 0}. But we prefer to see the solution as exist-
ing globally in time in the weak sense, with the proviso that it undergoes extinction
(u ≡ 0) for t ≥ T . This latter approach is natural when we obtain the solutions by
means of the standard approximations with global classical solutions, e.g., by taking
data u0ε = u0(x) + ε.

In Explanation #4 we use the fact that the maximal solutions represent conformal
metrics in the plane where z = (x, y) = infinity lies at an infinite distance, but still
the area is finite. We point out that on the contrary, the self-similar solutions of
Subsection 8.2.3, with flux larger than 4π, are all compact, the point of infinity of
R2 lies in the metric at a finite distance. We explain in [REV97] that this point is a
singular point of the surface unless flux=8π, where the selfsimilar solution represents
a shrinking ball. There are many non-integrable solutions, i.e., surfaces of infinite
area. One of them is called by Hamilton and coworkers the cigar solution because of
its asymptotic form.

In Explanation #5 we have related the extinction phenomena for m > 0, n > 2,
and m = 0, n = 2. There is a striking difference to be noted between both situations:
while in the former case there is uniqueness of solutions for the Cauchy Problem,
so that the different extinction rates correspond to different initial data, in the log-
diffusion case in two dimensions, the same initial data admit different solutions (even
classical solutions), existing in principle for different times (but see Exercise 9.2).

There are many papers on the issue of existence, non-uniqueness and asymptotic
behavior for the logarithmic fast diffusion equation. Some of them have been quoted
above.

Subsection 8.2.2. The weak smoothing effect has been proved for radial solutions
in [VER96], thanks to the transformation into the one-dimensional problem.

We point out that this weak smoothing effect is much easier to prove than the
critical-line effects of Chapter 6, cf. Theorem 6.7.

Subsection 8.2.3. In applying the Gauss-Bonnet formula to the solutions (8.20) we
recall that the Euler characteristic of the sphere is 2.

Geometrically, all the Type-II selfsimilar solutions for α 6= 1 represent compact
surfaces with a singular point corresponding to |x| → ∞, see more on that issue in
[VER96].
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From the point of view of Functional Analysis the study of these solutions offers
a simplified version of the analysis of selfsimilarity performed in Chapter 7. Actually,
we are here sitting in the corner m = 0, n = 2 of the curvilinear triangle T = {(m,n) :
0 < mn < n − 2} considered in that chapter, and our analysis is a kind of germ of
what happens inside T . Note that we replace the moving parameters (m,n) by the
new parameter M ′(t), or the pointwise flux c = M ′(t)/2π.

Subsection 8.2.4. Many problems are still open in the area of asymptotics of
logarithmic diffusion.

Subsection 8.2.5. The question of uniqueness is important and is often discussed
in the literature, usually in a partial way. See e.g. [Wu93] and [Hs04].

Section 8.3. As we have said, the L∞ local bound must depend on the initial
data through some information beyond the L1-norm, otherwise it would be true in
the limit for Dirac delta as initial data (and it is not, as the paper will show in all
detail). Inspection of the proof shows that the dependence on the initial data takes
place only trough the concentration properties of the symmetrized function of u0/ρ,
in particular, the measure of its level sets. This is stable under approximation.

Log-diffusion for n > 2. The question of solvability of the log-diffusion equation is
considered in dimensions n > 2 in [DP99]. They show that if N(f) is defined by

N(f)(r) =

∫ r

0

1

ωnsn−1

∫

Bs(0)

f(x)dx,

then there is no solution of the Cauchy problem if

(8.47)

∫ ∞

0

exp (−N(f)(r)/τ) rdr = +∞

for some τ ∈ (0, T ). Furthermore, if f is radially symmetric, there exists a solution
of the Cauchy problem posed in Rn × (0, T ) if and only if

(8.48)

∫ ∞

0

exp (−N(f)(r)/τ) rdr < ∞

for all τ ∈ (0, T ).

If n = 2, (8.48) reduces to the standard condition
∫

u0(x) dx ≥ 4πT regardless of
whether f is radially symmetric or not. This is far from true in dimensions n ≥ 3 for
nonradial f . The authors construct an explicit example for n ≥ 3 to show this point.

A reason for the anomaly is the fact that solutions in Rn for n > 2 but depending
only on the two first coordinates will exist precisely under the conditions for existence
in n = 2. ///
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The 3-dimensional Ricci flow. It has been proposed by Hamilton [Ha88] as a tool
to prove the famous Poincaré conjecture, and is now being much discussed because
of the achievements of Perelman, cf. [An04], [Per03]. But let us warn the reader that
the 3-dimensional version is a blow-up problem, it is much harder than our present
case and falls out the scope of this text.

Exercises

Exercise 8.1. (i) Prove the assertion that transformation (8.9) maps the radial
two-dimensional problem into a one-dimensional one.

(ii) Obtain the relation of fluxes.

Exercise 8.2. Using the result of Proposition 8.2, obtain two different radial solutions
of the log-diffusion equation in n = 2 with same initial data u0 and same existence
time T .

Hint: control the flux function f .

Exercise 8.3. Construct the Type-II selfsimilar solutions with α > 0 announced in
Subsection 8.2.3 as follows.

(i) Study system (8.23) and prove formula (8.24). Show that Z is a concave function
of X and that Z ′(0) = −2/α.

(ii) Show that the limit β → 0 gives the solution (8.20).

(iii) Show that solution (8.20) is the limit of the solutions of the Yamabe case m = mc

when we take the distinguished limit m → 0, n → 2 with (n− 2)/m → 4.

(iv) Show that for −1/2 < β < ∞, equation (8.24) admits a unique X∗ 6= 0 such that
Z = 0, and such X∗ is negative. Plot the graphs of the profiles of the solutions in the
(X, Z) plane as α varies. Show that in all cases X∗ < −2 and βX∗ + 2β + 1 > 0.

(v) More precisely, write y = βX and show that

y = log(1 +
y

2β + 1
)

has a unique solution. In case β > 0 show that a unique solution y∗ 6= 0 exists and is
negative and decreases from 0 to infinity as β grows; when β ∈ (−1/2, 0), existence
and uniqueness also happens but now y∗ > 0 and y∗ goes from 0 to ∞ as β decreases
to 1/2.

(vi) Show the asymptotic behaviour X∗(α) ≈ 1
2
log(α) when α → 0, and X∗(α) → −2

as α → ∞ with −2 − (1/β) < X∗ < −2. Show also that X∗ = −4 + (4/3)(α − 1) =
−4 + (8/3)β for β ≈ 0.
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(vii) In order to derive the monotone dependence of X∗ on α (or β), analyze separately
the cases β > 0 and β < 0 in the above formula. In the latter case, show that −X∗
grows from 4 to ∞ as β decreases from 0 to −1/2.

(viii) For β > 0 you may argue as follows: if F (X) := βX − log(1 + β
2β+1

X), we have

∂F

∂X
= β2 X + 2

2βX + 2β + 1
,

∂F

∂β
= βX

2β(X + 2) + X + 4

(2β + 1)(βX + 2β + 1)

so that on the line X = X∗(β) where F (X∗, β) = 0 we have

dX

∂β
= − ∂F/∂β

∂F/∂X
= −X(2β(X + 2) + X + 4)

β(2β + 1)(X + 2)

We know that X/(X + 2) > 0, 2β + 1 > 0, so that X∗ is an increasing function of β
if we prove that (X + 2)(2β + 1) + 2 = α(X + 2) + 2 < 0 along the solution curve.
Note that it is true for β ≈ 0. Show that this happens for all α by analyzing the
consequence of having a non-monotone function X∗(α).

(vi) Show that the decay rate of the solution u(x, t) is M ′(t) = 2πX∗. Hence, c = −X∗.

Exercise 8.4. Prove Proposition 8.7. Show that the mean deviation is finite only
for M ′(t) < −8π and calculate its evolution. Show in this case the precise statement
about asymptotic convergence towards a Dirac delta.

Exercise 8.5. Check the existence of separable solutions for the 2-d logarithmic
diffusion equation. Show that there is one such solution of the form

(8.49) U(x, t) =
2t

r2(log r)2

with r = |x| ∈ (0, 1). Find this solution by transformation of the 1-d solution (8.46).
Prove that it is self-invertible according to formula (8.7), but then the definition of
the transformed formula works for 1 < r. Show that it is integrable at x = 0 but not
near |x| = 1.
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Chapter 9

Super-fast FDE

In this chapter we address the question of extending the theory and estimates of the
FDE to cover the singular range m ≤ 0, that has been only very partially considered
in previous chapters. In this way we want to complete the scope of our investigation
about decay, smoothing effects and best constants. But the range offers us the possi-
bility of learning about a novel and quite interesting dynamical issue: instantaneous
extinction, which is tied to boundary layers at the initial time.

In the second part of the chapter we discuss the question of local estimates im-
proving on results of previous sections. We pose an open problem.

9.1 Preliminaries

We have already modified the form of the equation to adapt it to this range as a
parabolic equation, at least in a formal sense, see Subsection 1.2.2. The theory of
solutions for the FDE in this range has been discussed in the literature, specially for
the initial value problem posed in the whole space, and it offers interesting novelties.
As we have already mentioned, a main question in this range is existence.

Let us recall the information we already have about the questions related to
smoothing estimates. We have seen in Subsection 2.2.2 that in dimension n = 1
we may cover the range m > −1 in the standard theory, represented by ZKB solu-
tions with L1-L∞ effects. We have also seen that the limit exponent in dimension
n = 2 is m = 0 with its curious phenomenon of mass loss.

Moreover, on top of the Critical Line, i.e., for 2p > n(1 −m), we have standard
existence and smoothing effects, even if m ≤ 0, as announced in Theorem 3.4. Actu-
ally, a main point of the theory is proving that solutions exist generally for data in
such Lp or Mp spaces. The selfsimilar solutions associated to those smoothing effects
are examples of solutions whose data go to zero as x →∞, but who exist globally in
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time.

As for extinction, the explicit extinction example (5.2) exists for m = 0 and has
the form

(9.1) U(x, t; T ) =
A− 2(n− 2)t

|x|2 , A > 0,

with existence time T = A/2(n − 2). There is no problem in proving the extinction
result like Theorem 5.2 corresponding to this solution. For m < 0 the explicit solution
also exists and the same result holds. The value

(9.2) p∗ = n(1−m)/2,

is now larger than n/2, that is all.

We also recall that the question of delayed boundedness discussed in Chapter 6
applies in this range for data in the borderline space Mp∗(Rn).

Important novelties appear on and below the Critical Line, and will be examined
next.

9.2 Instantaneous extinction

Let us start by stating that the most important effect for m ≤ 0 is in our opinion the
nonexistence of solutions for data below the Critical line. A general non-existence
result was first proved in [Va92]:

Theorem 9.1 No solutions exist with data in L1(Rn) if m < 0 in dimensions n ≥ 2.
The same holds for m = 0 if n ≥ 3. The non-existence range for n = 1 is m ≤ −1.

According to the proof of [Va92], the absence of solution can be explained as
follows. When the problem is approximated by solutions uε with data u0(x) + ε for
ε > 0 (there is no problem for the existence of such solutions since the equation is not
singular parabolic in that range of values), then as ε → 0 the sequence uε converges
uniformly to zero in sets of the form Rn × (τ,∞) with τ > 0. A discontinuity layer
occurs therefore at t = 0+, allowing the initial data not to be taken in the limit.

From the point of view of the present paper, this phenomenon can be viewed like
a smoothing effect with constant c = 0. Or, better, as Extinction in time T = 0, in
other words, Instantaneous Extinction.

Previous work in one space dimension had shown nonexistence of solutions with
L1 data for m ≤ −1, cf. [H89, ERV88]. On the other hand, for p > 1 the question
of existence versus instantaneous extinction was completely solved when m < 0 by
a result of Daskalopoulos and Del Pino [DP97], which give necessary conditions for
solutions to exist or for solutions to have instantaneous extinction. They prove
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Theorem 9.2 Assume that m < 0, that u0 ∈ L1
loc(R

n), and that

lim
R→∞

Rn−(2/(1−m))

∫

BR

u0(x) dx = 0.

Then, there is no solution in any time interval. In particular, this happens when
u0 ∈ Lp(Rn) with p ≤ p∗.

Remarks. 1.- When n = 1 this condition needs m < −1. In fact, solutions with L1

data exist for m > −1. They are not unique, but the maximal ones converge to the
ZKB profiles, as shown in [ERV88, RV90].

2.- We remark that [DP97] uses a somewhat weaker integrated condition that we
do not need to recall at this point. In any case, the existence situation borders
optimality: solutions exist (and vanish in finite time), as we know, for some explicit
data u0 ∈ Mp∗(Rn), though they do not exist for u0 ∈ Lp∗(Rn).

3.- The nonexistence result of Theorem 9.2 is extended to the case m = 0, n ≥ 3 in
[DP99].

9.2.1 Selfsimilar approach to Instantaneous Extinction

The phenomenon of IE for m ≤ 0 when the data belong to the Marcinkiewicz spaces
Mp(Rn) with p < p∗ can also be established by using the same comparison and
worst-case strategy of preceding sections. Since the result confirms the results of
[DP97, DP99], we will only consider the case m = 0 and n ≥ 3, and will also be
rather sketchy. Our interest is directed to showing the way the phase-plane analysis
can be used in this situation.

(i) The idea is to take the limit of the profiles corresponding to selfsimilar solutions
with data

(9.3) U0(x) = A |x|−γ,

with A > 0 and γ = n/p and let m → 0 with γ fixed. Our value of p lies in
the interval (1, p∗(0) = 2), hence 2 < γ < n. For m > 0 small enough we have
2/(1−m) < γ < n < (n−2)/m. We may now repeat the analysis of Subsection 5.4.1
and obtain solutions of the form

(9.4) U(x, t) = tafm(|x| tb),

and similarity exponents

(9.5) b = b(m) =
1

γ(1−m)− 2
, a = a(m) =

γ

γ(1−m)− 2
.
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Introducing the variables

(9.6) ξ = er, X(r) =
ξf ′

f
, and Y (r) = ξ2f 1−m.

we arrive at the system:

(9.7)

{
Ẋ = (2− n)X −mX2 + b(m)(γ + X)Y,

Ẏ = (2 + (1−m)X)Y,

where Ẋ = dX/dr. The limit system for m = 0 is

(9.8)

{
Ẋ = (2− n)X + b(γ + X)Y,

Ẏ = (2 + (1−m)X)Y,

with b = b(0) = 1/(γ − 2).

As the profile is positive, we only need to consider orbits where {Y > 0}. Since
it is monotone decreasing, we have X < 0. All together, we work in the quadrant
Q = {X < 0, Y > 0}. As for end values, as ξ → 0, i.e., r → −∞, we will have
fm(ξ) ∼ Aξ−γ, hence

X(−∞) = −γ, Y (r) ∼ ξ−γ(1−m)+2 →∞

as r → −∞. Moreover, we have

X + γ ∼ γ(n− 2 + γ)

bY
= cY −1 ∼ ξγ(1−m)+2 → 0.

Note that this behavior is common as initial behavior for all trajectories in Q. There
is an infinity of them. The difference between them comes in the form of higher order
terms.

(ii) We are interested in knowing what happens as m → 0 with the connection

Y = Ym(X), −(n− 2)/m < X < −γ,

going from the asymptote X = −γ, Y = +∞ to the point (−(n− 2)/m, 0) as r goes
from −∞ to ∞. Clearly, the point goes to the end of the horizontal axis, Y = 0,
X → −∞. The curves are smooth and monotone increasing, and the asymptote is
fixed. Note that all the curves lie on top of the respective vertical isocline, i.e.,

Ym(X) > Y∞,m =
(n− 2−mX)X

b(m)(γ + X)

We contend that the connection disappears as m → 0. Indeed, in the limit all
trajectories revolve in Q and slide along the X axis with a positive direction, to
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finish in the first quadrant in an asymptotic behaviour that means blow-up at finite
distance for the actual solution. The reader can consult this type of argument in
[FV03]. Therefore, we conclude that

lim
m→0

Ym(X) = +∞,

uniformly in compact subsets of (−∞,−γ).

(iii) The next step is to conclude that fm(ξ) goes to zero as m → 0 uniformly for
|ξ| ≥ ε > 0.

Proof. It is technically delicate but essentially simple argument on the continuous
behaviour of the trajectories emanating from the asymptote X = −γ at m = 0. We
parametrize this family of curves in the form (X0,k(r), Y0,k(r)) with a parameter k ∈ R
such that as k ∈ R goes to ∞ the curves tend to go far into the region X ∼ −∞
before returning and blowing up at different points X > 0. Consequently, once we
fix the behavior at r → −∞

f(r) ∼ Ae−γr,

and at plus infinity,

X → X1,

we have a fixed orbit and k →∞ as X1 →∞. We conclude that these curves satisfy
f0,k(r) → 0 as k →∞ uniformly on compacts [−L, L] ∈ R.

Next, we make a continuation argument to prove that for every L = 1/ε > 0 there
exists mε such that for 0 < m < mε and k ≥ kε

fm,k ≤ ε, r ∈ [−L,L].

Finally, for all k an easy comparison shows that

fm(ξ) ≤ fm,k(ξ).

Since fm,k is decreasing, we have fm,k ≤ ε, r ≥ −L. Finally, we conclude that the
L1

loc norm goes to zero. This means that the limit solution is zero in the L1
loc sense.

(iv) Comparison by concentration means that when u is a bounded solution in
Mp, p < p∗ and m ≤ 0, then it follows that the solution is necessarily zero.

(v) Continuity of the solutions with respect to the data in the L1(Rn)-norm allows
to eliminate the L∞(Rn) assumption.

Indeed, the functions f0,k give a complete proof of nonexistence by comparison,
using the solutions that are lifted by ε at the beginning. For the conventional proof
see the author’s paper [Va92].
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9.3 The critical line. Local smoothing effects

We have shown that there is no Mp∗–L∞ effect for m < mc by showing an explicit
solution that does not improve its space. This seems to settle the question of smooth-
ing effect on the Critical line, but it does not completely. We may ask the following
question

Problem 9.3.1. Does u0 ∈ Lp∗
loc(R

n) imply that the solution becomes locally bounded
for t > 0 when m < mc?

Our guess is that the answer is yes. We have seen in Section 5.5 that the problem of
extinction of solutions defined in Rn is a question about the behavior of the solutions
for large values of x, and has in principle nothing to do with the behavior for large
values of u that is what is of concern for smoothing effects.

There are a number of partial results in the direction of the conjecture:

(i) The answer to this local effect is positive when u0 satisfies a more stringent con-
dition, u0 ∈ Lp∗(Rn) + L∞(Rn), see Chapter 6.

Note that when m < 0 and n ≥ 2, the results of Daskalopoulos and Del Pino
[DP97], [DP99], mentioned before show that the solution vanishes identically when
u0 ∈ Lp∗(Rn). A fortiori, the smoothing effect into any L∞(Rn) is true.

(ii) We give next a proof of the complete result in one dimension, using as technical
tool the Bäcklund transform.

9.3.1 One-dimensional analysis on the Critical Line

We consider next the question of obtaining locally bounded solutions under conditions
of local boundedness of integral norms on the data when m < −1. This Local
Smoothing Effect can be demonstrated in (and on top of) the whole Critical Line in
one dimension. Therefore, only the case p = (1−m)/2 need be considered1.

We introduce the space ULp
loc(R

n) of uniformly locally Lp functions, i.e., functions
f ∈ Lp

loc(R
n), such that there is a radius R and a constant C satisfying

∫

BR(x)

|f(x)|p dx ≤ C

uniformly in x ∈ Rn. Clearly, Lp(Rn) + L∞(Rn) ⊂ ULp
loc(R

n). Then we have

Theorem 9.3 The following results are true when n = 1, m ≤ −1 and p = (1−m)/2:

(i) If u0 ∈ Lp
loc(R), then u(t) is locally bounded in Q = R× (0,∞).

1The reader will notice that this section is a continuation and improvement of Chapter 6.
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(ii) A weak smoothing effect is true for the one-dimensional FDE in that range, going
from ULp

loc(R) into L∞(R).

(iii) If u0 ∈ Lp(R), then u ≡ 0 in Q = R× (0,∞).

Proof. (i) By adding the initial data u0(x) with its reflection around a point a ∈ R
we can find a larger data

ũ0(x) = u0(x) + u0(2a− x),

that is symmetric around x = a. By uniqueness, so is the solution with respect to the
space variable. We may also assume that u0 ≥ ε > 0 by adding a constant if needed.
It will be enough to prove the result for the new data.

Our main technical tool is the Bäcklund transform. It has the form of a nonlocal
change of variables:

(9.9) U =
1

u
, y(x, t) =

∫ x

a

u(s, t) ds.

It is known that it transforms the problem into the conjugate equation

(9.10) Ut = (Um′
/m′)yy,

where m′ = −m > 1 if m < −1. This is a porous medium equation. U(y, t) is
symmetric around y = 0 and finite everywhere, hence continuous. The question is to
decide whether U(0, t) = 0 for some t > 0 or not.

In order to prove the smoothing part, note that if u0 ∈ Lp
loc(R), p = (1 −m)/2,

then

(9.11)

∫ x

a

up
0 dx =

∫ y

0

U1−p
0 dy =

∫ y

0

U
(1−m′)/2
0 dy ≤ C < ∞

for say |y| ≤ 1. We get then by Hölder

y ≤
(∫ y

0

U0 dy

)(m′−1)/(m′+1) (∫ y

0

U
(1−m′)/2
0 dy

)2/(m′+1)

,

so that we conclude that

y−(m′+1)/(m′−1)

∫ y

0

U0 dy →∞

as y → 0. It has been proved in [Va84] that under this precise assumption there is
no waiting time and the solution U(y, t) becomes positive for all t > 0. It means that
u(x, t) = 1/U(y, t) becomes bounded for all fixed t > 0 near x = a.
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The case m = −1 is much easier because the associated equation is the heat
equation, Ut = Uyy, whose nonnegative solutions are always positive for t > 0.

(ii) We repeat the same proof and conclude as before that U > 0 everywhere. But
now the estimates are uniform in x = a.

(iii) Let us now assume that u0 ∈ Lp(R). In case m = −1 then p = 1 and we only
have to check that the computation (9.11) implies that the y-interval of definition of
U is bounded. Since the boundary values of U are infinity, then U ≡ ∞ for all y ∈ R,
t > 0. This means that u ≡ 0 for all t > 0.

In case m < −1, if the y-interval is bounded we are done; otherwise, we need to
repeat the argument of (9.11) between x and ∞ for x large so that for very ε > 0
there exists x(ε) such that ∫ ∞

yε

U
(1−m′)/2
0 dy ≤ ε

where yε = y(x(ε)). Then for y > yε we have

y − yε ≤
(∫ y

yε

U0 dy

)(m′−1)/(m′+1) (∫ y

yε

U
(1−m′)/2
0 dy

)2/(m′+1)

,

we conclude that

lim
y→∞

y−(m′+1)/(m′−1)

∫ y

0

U0 dy →∞.

Such a condition was proved by [BCP] to imply immediate blow-up for U , i.e., U ≡ ∞
for all y ∈ R, t > 0. This means that u ≡ 0 for all t > 0.

Remark. The last result is contained in [DP97]. Bertsch and Ughi [BU90] take
initial data that are finite and continuous for x 6= 0 and infinite at x = 0 and prove
that the solution stays unbounded at x = 0 for all times under the necessary and
sufficient condition

lim
y→0

∫

Bρ(y)

Gρ(x− y)u0(x) dx

where Gρ is the Green function of the Laplacian in Bρ = {y : |y| ≤ ρ} with zero
boundary conditions.

9.3.2 Problem in several dimensions

Theorem 9.4 The results of Theorem 9.3 are true when n > 1, m ≤ −1, p =
n(1−m)/2 and u0 is radially symmetric.

Proof. We consider data u0(r), solve the problem to get a solution u(r, t) that is
easily shown to be a subsolution with respect to the solution of the one-dimensional
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problem with the same data. We perform the Bäcklund transform for this latter
situation, We only need to check the correct computation on the initial data. We
have p = n(1−m)/2 and then

y =

∫ r

0

u(r, t) dr ≤
(∫ r

0

u(r, t)p rn−1dr

)1/p

(

∫ r

0

r−
n−1
p−1 dr)1−1/p

Working out the exponents and taking into account that u0 ∈ Lp
loc(R

n) we get

y ≤ C(r)r−(1+m)/(1−m),

And since
∫ y

0
U0(y) dy = r we get again

y−(m′+1)/(m′−1)

∫ y

0

U0 dy →∞

which allows to conclude as before.

In view of this result the following problem is posed.

Problem 3. Is the weak smoothing effect from ULp
loc(R

n) into L∞(Rn) always true
on and above the Critical line for n ≥ 1 and p > 1?

This would immediately imply the simpler weak smoothing effect Lp(Rn) into
L∞(Rn).

9.3.3 The local effect when m > −1

We can use a similar technique to prove the local smoothing effect from L1
loc(R) into

L∞loc(R) that holds for m > −1. This effect is proved in [ERV88], Lemma 6.3, by a
completely different technique.

Theorem 9.5 The following results are true when n = 1, −1 < m < 1:

(i) If u0 ∈ L1
loc(R), then u(t) is locally bounded in Q = R×(0,∞) and more precisely,

(9.12) u(x, t) ≤ C
{
t1/(m+1)M(x,R)2/(m−1) + (t/R2)1/(1−m)

}
,

where M(x,R) =
∫

BR(x)
u0(s) ds and C = C(m) > 0.

(ii) A global weak smoothing effect is true for the one-dimensional FDE in that range,
going from UL1

loc(R) into L∞(R).

Proof. (ii) is an immediate consequence of (i), so let us prove this one.

We first assume without loss of generality that x = 0. We may also assume that
u0 is symmetric and larger than ε by virtue of the argument done at the beginning
of the proof of Theorem 9.3.
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We still transform the solution according to the BT to obtain a function U(y, t) =
1/u(x, t). We observe that obtaining an upper bound for u(x, t) is equivalent to
obtaining a lower bound for U(y, t). Notice also that symmetry implies that x = 0
goes into y = 0 for all t. Therefore, we want to estimate U(0, t) from below. Recall
finally that distance transforms into mass and mass into distance in BT.

We will use the fact that U solves the conjugate FDE (9.10) with exponent m′ =
−m ∈ (−1, 1). Let us fix R > 0 and put M = M(0, R). The initial data of U in the
interval I = (−M/2,M/2) are symmetric and have a mass of R in both directions. We
have no information of what happens for |y| ≥ M/2. Comparison of concentrations
as proved in [Va04b] says that the minimum estimate is obtained when the mass of I
is located as far as possible, i.e., when it is a Dirac delta of size R located at y = M/2,
and by symmetry, the same mass at y = −R. But using only one of them we get the
explicit lower estimate of U(0, y) in terms of the ZKB solution with mass R located
at distance d = M/2. Hence, using formula (2.15) we get

U(0, t)1−m′ ≥ t

a (t/M ′1−m′)2/(1+m′) + k′|x′|2
where M ′ = R and x′ = M/2. This means that

u(0, t)1+m ≤ k M2

t
+

a t(1+m)/(1−m)

R2(1+m)/(1−m)
.

Raising to the power 1/(1 + m) the estimate follows.

Remark. This technique may seem at first glance very far away from the direct
comparison used in Chapters 2 and ff. to get best estimates. Note however that after
performing the BT we are reduced to a worst case comparison with a ZKB solution.
It is true that we do not obtain the best constant.

9.4 End-points of the critical line

Let us review what we know about the cases m = mc, hence p∗ = 1. We wonder if
there is an effect from L1 into L∞ and of which kind.

(i) If n ≥ 3, the answer is No, and the counterexample is constructed in the proof
of Theorem 5.16.

(ii) The answer is Yes when n = 2, m = mc = 0, as proved in [REV97]. There
is a caveat, the L1-L∞ estimate is not uniform for all solutions of the same integral,
but depends on the particular solution. This is precisely the situation that we call a
weak smoothing effect. See Section 8.2.2.

(iii) Finally, for the same case in n = 1, mc = −1, we have just seen that the
answer is still different, we have instantaneous extinction. For locally integrable data
we have locally bounded solutions.
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There is another interesting aspect that we may consider, i.e., the behaviour of
the solutions um(x, t) with supercritical exponent m > mc when m → mc, keeping
the initial data fixed. Let us take u0 ∈ L1(Rn), u0 ≥ 0. This limit has no problem
when n ≥ 3, since the limit solutions exist and belong to C([0, T ) : L1(Rn)). They

even have conservation of mass. More abstractly, if we consider the semigroups S
(m)
t :

u0 7→ um(t), then S
(m)
t → S

(mc)
t as m → mc, m > mc. This continuity was proved by

Bénilan and Crandall [BC81] in a more general setting.

The case n = 2 has been studied in [VER96]. The convergence is similar with
two main differences with the result of [BC81]: the limit equation does not have

uniqueness, and S
(m)
t converges as m → 0 to the semigroup of maximal solutions

described in Section 8.2.

The case n = 1, mc = −1, is more peculiar and will be studied next.

9.4.1 Initial layer in the limit m → −1, n = 1

We consider here the way in which we lose the solution of the FDE when we approach
the limit m → −1. We take approximations with exponent m > −1 and fixed initial
data and estimate the width of the initial layer across which the solutions disappears.

Proposition 9.6 Let u0 ∈ L1(R), u0 ≥ 0 and let um be the solution of the FDE
with this initial data and exponent m = −1 + ε > −1. As m → −1 the sequence

vm(x, t′) = um(x, (1 + m)t′)

converges to zero uniformly on QM = R× τ) if τ > τ0 := M2/16, where M = ‖u0‖1.

Proof. If we consider the decay obtained in Section 2.2.2 by comparison with the
ZKB solutions (2.15) we get the decay

(9.13) u(x, t) ≤ c(m, 1)‖u0‖2/(m+1)
1 t−1/(m+1)

with a constant given by (2.16), so that for m ≈ −1 we have

(9.14) c(m, 1)m+1 =
(1 + m)

8π(1−m)

{
Γ(1/(1−m))

Γ(1/(1−m) + 1/2))

}2

≈ 1

16
(m + 1).

Let ε = m + 1 → 0. We conclude that

uε
m(x, t) ≤ M2 ε

16(m + 1) t
.

Putting t′ = t/(m + 1) the conclusion follows.
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The variable t′ is a rescaling of the usual time with respect to which evolutions
proceed at slower pace when m ≈ −1. It is therefore called a fast time. This result
shows that the exact width of the initial layer, which is τ0 = M2/16 with respect to
the fast time, and (1 + m)τ0 in standard time. Of course, it goes to zero measured in
standard time.

Moreover, in the case of the ZKB solution we have the precise limit

(9.15) lim
ε→0

U1+ε(x, εt′; M) =

{
0 if x 6= 0 or t′ > τ0

∞ if x = 0 and t′ < τ0,

cf. formula (2.15). A bit more of work shows that

lim
ε→0

∫ ∞

R

U1+ε(x, εt′; M) = min{2
√

t′,
M

2
}

Therefore, for fixed t > 0 we conclude that

Um(x, (1 + m)t′; M) → (M − 4
√

t′)+δ(x)

in the sense of measures in R. For general solutions, we can prove the following mass
decay estimate

Theorem 9.7 For every u0 ∈ L1(R), u0 ≥ 0 we have

(9.16) lim
R→∞

lim
m→−1

∫ R

−R

um(x, (1 + m)t′)dx = (m− 4
√

t′)+.

The order in this limit is important. If it is reversed, the result is just M , a
consequence of the conservation of mass for m > −1. Another illuminating result is
the following

Theorem 9.8 Let um be a family of solutions as above for m > −1 with same
bounded initial data of mass M , let ε = m + 1 → 0 and let

(9.17) wε(x, t′) = um(x, εt′)ε.

Then

(9.18) wε(x, t′) →
{

1 if 0 < t′ ≤ τ0

τ0/t
′ if t′ > τ0.

We refer for a proof of these two result to [ERV88], pages 1018-1025, where the
whole subject of this subsection has been taken from.
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9.5 Comments and historical notes

Section 9.2. The radical phenomenon of instantaneous extinction occurs for different
data when m ≤ 0, and has been studied in [Va92] and then by Daskalopoulos and
Del Pino [DP97, DP99]. Prior work in one dimension was due to [H89, ERV88].

Section 9.3. Local smoothing effects have not been studied in a systematic way.
Symmetrization does not seem to be suited to treat them. Some results for the PME
are proved in [BCP].

The Bäcklund Transform (BT) is well-known in the case m = −1, where the
resulting equation is the heat equation ut = uxx, cf. [BK80, Ro79], i.e., it linearizes a
very nonlinear problem; this does happen in the rest of the cases. On the other hand,
the BT applies equation ut = (um−1ux)x into itself when m = 0. A more detailed
account of the BT, its properties, use, as well as proofs, is given in [Va04c, Va05]
and references. When two solutions u and U are associated by the BT as above
we say that they are BT-conjugates, and we talk about x and y as conjugate space
coordinates.

We are posing the open problem whether there is a weak smoothing effect true on
the Critical line for n ≥ 2. Our conjecture is that there is a one. This result seems
important and the author has the impression that it should not be difficult.

Section 9.4. The FDE with exponent m = −1 has been proposed in [Ro79] to model
heat conduction in solid hydrogen.

The calculation of the initial layer is taken from [ERV88]. The reader is advised
to compare this limit situation with the case m → 0 in dimension n = 2 treated in
Subsections 5.5.4 and 8.2.1.

The limit of the ZKB solutions in formula (9.15) should be compared with similar
calculations in Subsection 5.5.4 for n = 2 and Exercise 5.1. for n ≥ 3. Note the
difference of the time scales in the three cases
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Chapter 10

Summary of main results for the
PME / FDE

Our main contribution contained in the preceding sections is the systematic derivation
of certain estimates. They provide two kinds of information:

(i) on the one hand, we obtain smoothing effects, which generally speaking means
that the flow creates regular solutions from non-regular data as time proceeds, a
typical feature of parabolic problems. In particular, we prove that the solutions are
bounded, which is the first step in the proof of regularity properties. We derive sharp
a priori estimates useful in building the qualitative theory of these evolution problems.

(ii) On the other hand, we obtain estimates of the decay rate of the norm of the
solution in time, that explains in a quantitative way the speed at which the process
starting with a certain finite norm and taking place in the whole space stabilizes to
zero as t →∞. We also discuss how realistic this rates are.

A rather complete picture appears, thus showing the power of the methods and the
better understanding of the equation obtained in the last decades. As a complement,
we discuss in less detail the question of positivity.

Let us recall that many of the results we display seem to be new. We pay special
attention at the variation of the results and effects with the main parameters m and
n. This is interpreted in terms of the different diffusion power and propagation speed
associated to the equation when m varies.

The idea of comparison with the Heat Equation and its Gaussian kernel is always
present. We end the chapter we a complete review of the existence of the natural
extension of this object, i.e., the existence of source solutions for the whole family
PME/FDE with m 6= 1. The concept of background signal is introduced.
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10.1 Supercritical range

To begin with, we have proved that whenever the initial data belong to the Lebesgue
space u0 ∈ L1(Rn), then the solution belongs for all times t > 0 to all higher spaces,
u(t) ∈ Lq(Rn), 1 ≤ q ≤ ∞, and a quantitative statement is given of that dependence.
This main effect is true precisely for m larger than a critical value mc = (n − 2)/n
(critical exponent). The estimate corresponds to a worst case represented by a special
solution, the so-called source solution or ZKB solution, see Section 2, which happens
to be selfsimilar and explicit. We establish the effect in the form of the explicit
estimate

(10.1) |u(x, t)| ≤ c(m, n)‖u0‖σ
L1(Rn) t−α

with exact exponents, and we calculate the best constant c(m,n) > 0. Such estimates
are not difficult to obtain in the linear case m = 1, i.e., the Heat Equation, since the
solution is obtained explicitly by convolution of the initial data with the Gaussian
kernel

(10.2) E(x, t) =
M

(4πt)n/2
exp (−x2

4t
),

in the form u(x, t) = u0(x) ∗E(x, t) (convolution affects the space variable). Such an
approach is completely useless in the nonlinear cases, m 6= 1, hence the present work.

Expanding on the issue, we show how to treat the whole family of smoothings
from Lp(Rn) into Lq(Rn) with 1 ≤ p ≤ q ≤ ∞. We introduce the smoothings from
the Marcinkiewicz spaces MP into L∞, which turn out to be the natural setting for
our worst-case approach.

The limit m → 1 allows to recover in a new way the estimates for the heat
equation.

An estimate of the form (10.1), valid for a whole class of functions and for all times,
and using only the information of the initial norm is called a Strong Smoothing Effect,
SSE. We discuss the relation between SSE and the scaling properties of the equation.
Though the derivation of SSEs is our main goal, they do not always exist. Hence, the
concept of Weak Smoothing Effect is introduced. Interesting estimates of this paper
take the form of a WSE.

We also discuss the results that can be obtained by comparing different nonlin-
earities ϕ. We obtain estimates on the positivity of solutions after a certain time
in an intrinsic form, i.e., depending on the value local mass and the time elapsed.
A fundamental difference appears, while for m ≥ 1 solutions become immediately
positive, these is guaranteed to happen for m > 1 only after a possible waiting time.

Finally, we briefly address the question of error estimates and continuity of the
PME / FDE semigroup with respect to mixed norms. All this material is developed
in Sections 2 to 4.
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10.2 Subcritical ranges

Range 0 < m < mc. The previous analysis is valid for subcritical fast-diffusion case
m < mc, but now we find the following essential exponent restriction: n(m−1)+2p >
0. We call the points (m, p) such that n(m− 1) + 2p = 0 the critical line. Note that
since we work with p ≥ 1, the study of this line deals with exponents m in the region
m ≤ mc.

The subcritical range m < mc offers two interesting novelties. Thus, on the critical
line we find an important qualitative phenomenon, extinction in finite time. We
analyze it by means of concentration comparison in Marcinkiewicz spaces. The use of
Marcinkiewicz spaces in smoothing and extinction results is another novelty arisen in
the development of the technique. The worst-case model for extinction is an explicit
solution, that we call the Explicit Extinction Model, given by formula (5.2). Note that
in the case of extinction, the explicit solution shows that we may expect extinction
in finite time T > 0, but not a smoothing effect in the previous sense.

There is an even more surprising novelty. When p lies below the Critical line, i.e.,
for 1 < p < n(1−m)/2 (so that necessarily, n ≥ 3 and 0 < m < (n− 2)/n) we have a
backwards effect. By this we mean that data u0 ∈ Mp(Rn) (in particular, Lp(Rn))
produce solutions u(t) ∈ L1(Rn), and a precise decay rate with best constant is found
for this effect.

Range m ≤ 0. The study of the FDE can be extended to the range m ≤ 0, on the
condition of rewriting the equation in a suitable form, ut = ∇ · (um−1∇u), see (2.1)
below. The main novelty in that area is the occurrence of Instantaneous Extinc-
tion when we are below the Critical line. In this case, the solution corresponding
to some nontrivial data (and properly defined as a limit of a suitable construction
process) becomes identically zero for all t > 0. Therefore, we are in the presence of a
special kind of nonexistence result.

We use the trick of comparison of different diffusivities when we discuss an ap-
plication to the study of a critical fast-diffusion problem, ut = ∆ log u which has an
interest in Riemannian geometry, [VER96]. The logarithmic diffusion equation has
very important problem of non-uniqueness due to flux at infinity that we illustrate
by constructing a whole family of self-similar solutions.

We complete our analysis with a closer look at the critical line and an introduction
into the study of local smoothing effects. We establish powerful smoothing estimates
of weak local type in the case of one space dimension, and also for logarithmic diffusion
if n = 2.
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10.3 Evolution of Dirac masses. Existence of source

solutions with a background

As a topic that sums up nicely our interest in special solutions, we may conclude
this part of the text by addressing the problem of classifying the solutions of the
PME/FDE equation with initial data a Dirac mass, so-called source solutions. There
is no problem in that direction when m ≥ mc in any dimension n ≥ 1 since the ZKB
solutions provide a clear answer to the problem. In fact, these solutions also provide
the asymptotic behaviour of all nonnegative solutions with finite integral.

The situation needs some further investigation in the case m ≤ mc. First of all
the ZKB solutions do not exist. Next we prove that they cannot exist and answer the
question of the evolution of the PME flow with initial data a Dirac mass by approx-
imation and passage to the limit. We propose the approximation scheme consisting
in solving the equation with data

(10.3) u0,ε(x) = M ρε(x),

where ρε > 0 is a nice function. In principle we would like to take a nice convolution
kernel with integral normalized to 1. Solutions uε(x, t; M) exist for such approximate
problems if m > 0 and in that case we want to pass to the limit

(10.4) U(x, t; M) = lim
ε→0

uε(x, t; M)

We call any limit of such approximations a limit solution, LS. However, we cannot
solve the approximate problems when m ≤ 0 if we take integrable initial data, because
the phenomenon of instantaneous extinction. Therefore, we introduce a second kind
of approximation which has initial data of the form

(10.5) u0,M,c(x) = M ρε(x) + c,

for some constant c > 0. This constant is called the background constant, and we
refer to those data as approximating the point mass with a background signal. We
will solve such problem to get solutions uε,c(x, t; M). We then to pass to the limit
ε → 0 in these solutions to get a candidate solution to the PME/FDE equation with
data

(10.6) u0,M,c(x) = M δ(x) + c,

If this second program can be performed and the limit solutions are called Uc(x, t; M),
we are interested in the iterated limit

(10.7) U∗(x, t; M) = lim
c→0

Uc(x, t; M) = lim
c→0

lim
ε→0

uε,c(x, t; M)
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We can also be interested in knowing the options that are open to us when we try
to perform the double limit in any admissible way in which (ε, c) → (0+, 0+). If the
double limit exists we call that limit the source solution. Otherwise, U 6= U∗ and we
say that the source solution is not well-defined. If the source solution is well-defined,
we say that it is a standard source solution if it belongs to L1

loc(Q).

Theorem 10.1 If m ≥ 3 the source solution is well-defined for m > 0. It is standard
if m > mc and a stationary mass if 0 < m ≤ mc. If m ≤ 0 it is not well-defined.

Proof. Let us now make the analysis case by case.
Case m > mc, n > 1. There is no difficulty in solving all the approximate problems
in a unique way in suitable classes of weak solutions. The approximate solutions are
globally defined in time. The double limit produces the ZKB.

0 < m ≤ mc. The plain approximation problem can be solved and the solutions
uε(x, t; M) exist, but they vanish in finite time if m < mc, though they exist globally
if m = mc. They are positive and smooth until they vanish. We then take the limit
of this process. As indicated in Exercise 5.1, we can prove that the limit solution thus
obtained is exactly

(10.8) U(x, t) = M δ(x)

for all times 0 < t < ∞. We recall that the result is based on a direct use of the
scaling method.

When we consider the approximations with a constant background signal we still
have an approximate solution uε,c(x, t) > c for all times and in the limit we get the
following result

(10.9) Uc(x, t) = M δ(x) + c,

for all times 0 < t < ∞. This follows because of the slower rate of diffusion that
allows us to apply the symmetrization-and-concentration comparison result to the
equations satisfied by v = uε,c − c and uε. We conclude that the double limit is the
stationary Dirac mass at the origin, which should be taken as the physical solution
of the diffusion problem.

Case m ≤ 0. The problem with zero background does not admit nontrivial solutions,
so that the limit of the approximations gives

(10.10) U(x, t; M) = 0 for all x ∈ Rn, t > 0.

This is a strong form of the instantaneous collapse already proved for L1 functions.

However, the approach to the problem with a nonzero background suggests oth-
erwise. Indeed, for solutions such that u ≥ c > 0 we may use comparison of concen-
trations with any of the equations with m ∈ (0,mc) to conclude that they are more
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concentrated for m ≥ 0 (once the diffusivities are renormalized up to a constant that
changes time). In the limit we get the same conclusion as there

(10.11) Uc(x, t) = M δ(x) + c,

which holds for all c > 0. The iterated limit is thus

(10.12) U(x, t; M) = M δ(x) in Q.

It is then cleat that the double limit does not exist and we cannot talk about a unique
concept of source solution in this range of FDE equations. We may ask the question,
what are the intermediate situations?

Theorem 10.2 If n = 2 there exists a standard source solution for m > 0, the source
solution is well-defined but singular for m = 0 and it is not well-defined for m < 0.

Proof. There is nothing new in the case m > 0. We have studied in great detail the
log-diffusion case m = 0 without background and we know that:

(10.13) U(x, t; M) = (M − 4πt)+δ(x) in Q.

The case with a background has to be equally or more concentrated, so that there
must be a Dirac delta at least for the same time with equal or less decay rate. It is
proved in paper [V06] that the situation is precisely the same. We conclude that in
this case the double limit exists and the definition of source solution can be proposed.

Case m < 0: the phenomenon of instantaneous extinction for finite mass solutions
implies that the limit solution without background U(x, t; M) is identically zero. On
the other hand, the problems with a background can be compared with the problem
with m = 0 in terms of diffusivities and concentration. We conclude that

(10.14) Uc(x, t) = M δ(x) + c,

so that the double limit does not exist and we do not have a source solution.

Theorem 10.3 If n = 1 there exists a unique standard source solution for m > 0,
non-unique standard solutions if −1 < m ≤ 0, while the source solution is identically
zero for m ≤ −1.

Proof. There is nothing new in the case m > 0. The source solution exists as
we know for −1 < m ≤ 0, but uniqueness needs the restriction of working with
maximal solutions in this range. If we eliminate such a restriction we land (always
for background c = 0) on a problem of non-uniqueness due to the possibility of
imposing flux data at x = ±∞, and this can produce in the limit source solutions
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which extinguish in finite time. Such non-uniqueness does not affect the solutions of
the problems with positive background, so that the iterated limit (10.7) is always the
maximal source solution, whose explicit formula we have given.

Case m ≤ −1: This is a case that can be analyzed by means of the Bäcklund Trans-
form, BT, that shows that there is extinction in zero time for finite mass solutions,
hence the limit solution without background U(x, t; M) is identically zero. On the
other hand, the limits with background correspond to conjugate solutions of the heat
equation (if m = 1) or of the PME with exponent m′ = −m > 1 (if m < −1). The
details are easy after the work with the BT in Subection 9.3.1 so we give only a sketch
of the proof and ask the reader to fill in the details as an exercise:

(i) Take initial data u0k(x) = c + Mϕk(x) where c > 0 and ϕk(x) is a sequence of
approximations of the delta by smooth and symmetric functions of shrinking compact
support. Show that there is a solution of the FDE with m ≤ −1 and that there is a
well-defined BT which produces solutions Uk(y, t) of the PME with m′ ≥ −1.

(ii) Show that as k →∞ these solutions converge to the solution with initial data

(10.15) U0(y, t) = 0 for |y| < M/2, = 1/c otherwise.

(iii) Check that for m = −1, m′ = 1 such a solution is positive and finite for all
t > 0. Hence, the original solution is finite for all t > 0 and there is no singularity
(smoothing effect). Conclude that the source solutions with background exist for
m = −1 and they are smooth and bounded for all t > 0.

(iv) Use the property of finite propagation of the PME to show that for m′ > 1
the solution of the PME with data (10.15) is composed for small times of two bodies
separated by an empty region in the middle. The free boundaries have the form

(10.16) sl(t) = −M

2
+ a(m)c−(m′−1)/2t1/2, sr(t) =

M

2
− a(m)c(−m′−1)/2t1/2.

They meet at y = 0 at a time T = 4a2M2c−(1+m). Conclude by inverting the BT that
the source solutions with background exist for m < −1 and have a singularity that
stays in time for 0 < t < T that loses mass continuously, since the mass at zero is
given by

(10.17) M(t) = M − 2a(m)c(1+m)/2t1/2.

For t > T it becomes a smooth bounded function, a further case of delayed regularity.

(iii) Show that when c → 0 the solutions of step (ii) go to infinity everywhere for
all m ≥ −1, so that u goes to zero. Conclude that the source solution identically
zero.
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10.4 Comments and historical notes

Smoothing effects were made popular by the works of Bénilan, from whom the author
learnt the basic ideas. Another influential work of the time was Véron’s [Ve79].
Extensive information of asymptotic regimes in fast diffusion is contained in [Ki93],
though the derivations are formal.

Our results cover all possibilities of forward or backward smoothing effect. We
propose the labels Strong Smoothing Effect and Weak Smoothing Effect, that seem to
be new. Though the actual difference has been known by experts in various contexts,
it has not been clarified to our knowledge.

Section 10.3. This section may be used by the reader to review topics of previous
chapters. The idea of a background temperature is quite natural in heat propaga-
tion problems. The idea has been made famous by the discovery of the background
temperature of the Universe by Penzias and Wilson in 19651. Most of the material is
new and the section ends with a second example of delayed regularity.

Other problems. We have skipped consideration of the many results that are known
for the evolution of PME/FDE flows in bounded domains with different boundary
conditions. Thus, the problem with zero Dirichlet conditions is described in the
survey paper [Va04], the problem with Neumann data is studied by Alikakos and
Rostamian in [AR81], while the evolution on Riemannian manifolds is dealt with by
Bonforte and Grillo in [BG05]. There are also many references to problems with
nonhomogeneous boundary data or with mixed boundary conditions. We have also
skipped the special properties of solutions with changing sign, a less studied topic for
which there are partial results, see e.g., [BHi91] or [KV91]. All of these problems have
traits in common with the present work but on the other hand contain very peculiar
features.

1The cosmic microwave background radiation (CMB) is a form of electromagnetic radiation that
fills the whole of the universe. It has the characteristics of black body radiation at 2.725o K.
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Part III

Evolution Equations of the
p-Laplacian type

The combination of symmetrization, mass comparison and time discretization can
be applied to obtain useful estimates in the theory of a rather wide family of problems,
more or less related in their mathematical properties to the porous medium type
discussed above. Already in 1982 we showed in [Va82b] that the same approach
applies to the evolution p-Laplacian equation (PLE for short),

ut − div (|Du|pDu) = f,

The use of the p-Laplacian operator in the diffusion term arises in several applications
where the standard parabolic operator is replaced by a nonlinear diffusion with so-
called gradient-dependent diffusivity. Such models appear in non-Newtonian fluids,
turbulent flows in porous media, glaciology and others.

Further extension to the so-called Doubly Nonlinear Diffusion Equation (DNDE),

ut = div (uσ|Du|p−2Du),

is not difficult. Though a complete development along the lines of what has been
done for the PME / FDE is out of question for reasons of space, the calculation of
best constants for the L1-L∞ smoothing effect for the DNLE will be performed below
in full detail.



Chapter 11

The evolution p-Laplacian equation

Let us consider the p-Laplacian equation, shortly the PLE,

(11.1) ut − div (|Du|p−2Du) = 0,

without forcing term. The nonlinear second-order differential operator is usually
abridged as ∆pu, so we write the equation as ut = ∆pu. Exponent p is positive,
the case p = 2 is the heat equation. The scale invariance of the equation is a very
important property that allows us to make a study along similar lines to the porous
medium equation. We have the same type of worst-case strategy, since worst case
models exist, namely the Barenblatt Source-type Solution and the Explicit Extinction
Model Solution.

We will review the main facts that we need to develop a theory similar to what we
have done in previous sections for the PME. A more detailed account can be found
in Section 8 of paper [Va04b].

It is a well-known fact that a p-Laplacian operator can be suitably defined so
that it is m-accretive in L1(Rn) and it has a dense domain. Basic definitions can be
checked in [Va04b]. Therefore, it generates a semigroup of contractions in L1(Rn).
One main difference with the analysis of the PME is the fact that now the semigroup
is a contraction in all Lp(Ω) spaces, 1 ≤ p ≤ ∞. Consequently, the error estimates
are much better than the ones of Chapter 4 for the PME.

Many of the considerations apply to the equations with gradient-dependent diffu-
sivity of more general form, like

(11.2) ut − div (a(|Du|)Du) = 0,

where a is a nondecreasing real function with suitable growth assumptions. Equation
(11.1) is the most representative model in that class. We will refrain from discussing
the general setting for reasons of space.
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11.1 The doubly nonlinear diffusion equation

Indeed, we may combine the nonlinearities of the PME and the PLE and consider the
so-called Doubly-Nonlinear Diffusion Equation (DNLE) without much extra formal
effort. Its standard form is

(11.3) ut − div (|D(um)|p−2D(um)) = 0,

with m > 0, p > 1, or equivalently

(11.4) ut − div (uσ|Du|p−2Du) = 0,

where σ = (m− 1)(p− 1) and we have absorbed a factor mp−1 into the time variable.
We will always use this latter form.

The construction of the evolution semigroup offers no special novelties. The semi-
group is now a contraction in L1(Ω). The semigroup is not contractive but still
bounded in Lp(Rn) for p > 1. In particular, corresponding to data u0 ∈ L1(Rn) we
can obtain a unique mild solution u ∈ C([0,∞) : L1(Rn)), and this is the concept of
solution that we will use in this brief sketch of the properties of the solutions.

We can even combine the two types of nonlinearity and consider solving the equa-
tion

(11.5) ut − div (|Dϕ(u)|pDϕ(u)) = f,

along the same lines, see the details in [Va04b].

11.2 Symmetrization and Mass Comparison

The symmetrization considerations we have made in Section 1.3 for the Filtration
Equation can be extended to the present setting. We then have a result similar to
Theorem 1.3.

Theorem 11.1 Let u be the mild solution of equation (11.5) posed in QT = Rn ×
(0, T ) with data u0 ∈ L1(Rn), and f ∈ L1(QT ) . Let v be the solution of a similar
problem with radially symmetric data v0(r) ≥ 0, and second member g(r, t) ≥ 0.
Assume moreover that

(i) u∗0 ≺ v0, (ii) f ∗(·, t) ≺ g(·, t) for every t ≥ 0.

Then, for every t ≥ 0 we have

(11.6) u∗(·, t) ≺ v(·, t).
In particular, for every p ∈ [1,∞] we have comparison of Lp norms,

(11.7) ‖u(·, t)‖p ≤ ‖v(·, t)‖p .
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11.3 Comments and historical notes

We have already pointed out the similarity between the PME and the PLE in a num-
ber of works, like [Va90]. A general reference for the theory of p-Laplacian equations
is DiBenedetto’s book [DiB93].

The evolution p-Laplacian equation is one of most widely researched equations
in the class of nonlinear degenerate parabolic equations, already studied by Raviart
[Rav70] (along with the doubly-nonlinear parabolic equation). The particular fea-
ture of equation (11.1) is its gradient-dependent diffusivity. Such equations, and
their stationary counterparts, appear in different models in non-Newtonian fluids,
cf. [La69], in glaciology [Ht97], turbulent flows in porous media, certain diffusion or
heat transfer processes, and recently in image processing. See in that last respect
[PM90, CL71, BV04]. The limit p → ∞ proposed in [EFG97] as providing a sim-
plistic model for the “collapse of an initially unstable sandpile.” The value p = 1
is studied in connection with image restoration in [ACM04]. The elliptic version is
widely used in the Calculus of Variations, in connection with nonlinear elasticity and
quasiconformal mappings.

The doubly nonlinear equation has been investigated by different authors after
the pioneering work of Kalashnikov, see the survey [Ka87]. It had been proposed
by Leibenzon in modeling turbulent fluid problems, [Le45], see also [EV86]. The
application to glaciology appears for instance in [C5-02]. Concerning the theory and
basic estimates there are many results by a large number of authors, among them
[EV88] where we gave the first proof of asymptotic behavior (in one space dimension).
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Chapter 12

Smoothing estimates and decay

We outline the main points of a theory that parallels the one developed for the
PME/FDE case. We only concentrate on supercritical exponents, even if the work
on the subcritical range is most interesting.

12.1 p-Laplacian source solution and smoothing

To begin with, the source solution, or Barenblatt solution, is explicitly given for p > 2
by

(12.1) U(x, t; M) = t−αF (x/tα/n), F (ξ) =
(
C − k |ξ| p

p−1

) p−1
p−2

+
.

where

(12.2) α =
n

n(p− 2) + p
, k =

p− 2

p

(α

n

) 1
p−1

.

As in the Porous Medium case, it has a Dirac delta as initial trace

lim
t→0

u(x, t) = M δ0(x),

The remaining parameter C > 0 of formula (12.1) is free and can be uniquely deter-
mined in terms of the mass,

∫
Udx = M , which gives the following relation between

M and K:

(12.3) M = dCγ, d = nωn

∫ ∞

0

(1− k yp/(p−1))
(p−1)/(p−2)
+ yn−1 dy, γ =

(p− 1)n

p(p− 2)α

(k and γ are functions depending only on p and n).
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The source solution is still valid with simple sign changes for 1 < p < 2 as long
as α remains positive, i.e., for p > pc = 2n/(n + 1). Note that while the solution has
compact support in space for p > 2, it is positive everywhere for pc < p < 1 with
formula

(12.4) U(x, t; M) = t−αF (x/tα/n), F (ξ) =
(
K + |k| |ξ| p

p−1

)− p−1
2−p

+
.

Using the existence and properties of the source solutions and the comparison
theorems we get the following result.

Theorem 12.1 Let u be the solution of equation (11.1) in the range p > pc with
initial datum u0 ∈ L1(Rn). Then, for every t > 0 we have u(t) ∈ L∞(Rn) and
moreover there is a constant c(p, n) > 0 such that

(12.5) |u(x, t)| ≤ c(p, n) ‖u0‖σ
1 t−α,

with α given in (12.2) and σ = pα/n. The optimal constant is attained by the
Barenblatt solution.

The outline of proof of this result is similar to the one followed in the case of
the PME. Moreover, we can also continue along similar lines the study of the other
topics of Chapters 2 to 5: general smoothing effects, extinction and backward effects.
Three considerations are relevant at this point. First, that the analysis offers many
similarities at the formal level; second, that there are a number of differences in
detail, both in theory and in the values of the exponents that are worth examining
and listing, since we are dealing with basic properties of quite frequent mathematical
models for nonlinear diffusion; third, the same remarks apply to the more general
model called Doubly Nonlinear Diffusion Equation. Therefore, at the risk of asking
the reader for an extra effort, we continue the analysis with the more general model.

12.2 Doubly nonlinear equation

1. Source solution. A Barenblatt solution exists for the DNLE in the “good range”

(12.6) m(p− 1) + (p/n) > 1,

that includes of course m ≥ 1, p ≥ 2. When moreover m(p − 1) > 1, the source
solution is precisely given by

(12.7) U(x, t; M) = t−αF (x/tα/n), F (ξ) =
(
C − k |ξ| p

p−1

) p−1
m(p−1)−1

+
.
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where

(12.8) α =
1

m(p− 1)− 1 + (p/n)
, k =

m(p− 1)− 1

p

(α

n

) 1
p−1

.

For m(p− 1) < 1 and m(p− 1) + (p/n) > 1 we get the same selfsimilar form but now
with profile

(12.9) F (ξ) =
(
C + |k| |ξ| p

p−1

)− p−1
1−m(p−1)

.

Finally, for m(p−1) = 1 the differential operator in the right-hand side is homogeneous
of degree one, though the equation is still nonlinear if m 6= 1. We have exponential
profiles that can be obtained as limit of the preceding ones

(12.10) F (ξ) = C exp (−kξp/(p−1)),

and now k = (p − 1)p−p/(p−1). Note that in this case the value of the similarity
exponent is α = n/p.

2. Smoothing effects with best constants. They follow in the same way as
before. We get

Theorem 12.2 Let u be the mild solution of equation (11.4) in the range m(p −
1) + (p/n) > 1 with initial datum u0 ∈ L1(Rn). Then, for every t > 0 we have
u(t) ∈ L∞(Rn) and moreover there is a constant c(m, p, n) > 0 such that

(12.11) 0 ≤ u(x, t) ≤ c(m, p, n)Mpα/nt−α

valid for all x ∈ Rn and t > 0, with M = ‖u0‖L1(Rn). The best constants are

(12.12) c(m, p, n) =

(
p− 1

λp

)α(p−1) (α

n

)α
(

n

2(p− 1)πn/2α

Γ(n/2) Γ(γ)

Γ(n(p− 1)/p) Γ(λ)

)αp
n

if m(p− 1) > 1,

(12.13) c(m, p, n) =

(
p− 1

|λ|p
)α(p−1) (α

n

)α
(

p

2(p− 1)πn/2

Γ(n/2) Γ(|λ|)
Γ(n(p− 1)/p) Γ(|γ|)

)αp
n

if m(p− 1) < 1, and

(12.14) c(m, p, n) =
(p− 1)µ−1

2pn−1πn/2

Γ (n/2)

Γ (n(p− 1)/p)

if m(p− 1) = 1. Here, λ = (p− 1)/(m(p− 1)− 1) and µ = (p− 1)n/p.
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Taking the limit as m → 1, p → 2 in all three expressions for the best constant,
we get the well-known constant for the L1-L∞ effect for the heat equation, c(1, 2, n) =
(4π)−n/2, as expected. Since the calculation is a bit lengthy and has no real novelties,
we have preferred to leave the details to Appendix II.

3. General smoothing effects. The effects M r into L∞ are derived from the
existence of bounded solutions with initial data Uq(x) = A |x|−n/r on the condition
that n(p− 2) + rp > 0. The following holds

Theorem 12.3 Let p, r > 1 be such that n(p−2)+ rp > 0. For every u0 ∈ M r(Rn),
1 < r < ∞, and every t > 0 we have u(t) ∈ L∞(Rn) and

(12.15) |u(x, t)| ≤ c(p, n, r,∞) ‖u0‖σr
Mr t−αr

with

(12.16) αr =
n

rp + n(p− 2)
, σr =

rp

rp + n(p− 2)
.

Moreover, when r = 1 the space is replaced by M(Rn). The best constants are
attained by the Barenblatt solution if r = 1, by the solution with data u0(x) =
A |x|−n/r if r > 1.

We leave to the reader the proof of this result, which has no essential novelties on
what has been done for the PME.

4. Extinction. When we enter the “lower range” m(p− 1) + (p/n) < 1, smoothing,
extinction and backward effects can be considered. The extinction situation is similar
to the cases already studied: it is also tied to an explicit solution defined for m(p −
1) + (p/n) < 1 by

(12.17) U(x, t) = cm,p

(
T − t

|x|p
)µ

, µ =
1

1−m(p− 1)
,

with

(12.18) c(m, p, n) =
(
(pµ)p−1n/|α|)µ

.

This function belongs to a space M r∗(Rn) with r∗ > 1 if we are in the aforementioned
lower range, and

(12.19) r∗ =
n(1−m(p− 1))

p
.

The extinction surface for the DNLE posed in the whole space is defined by the
expression

(12.20) pr + nm(p− 1) = n.
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with parameters m, p, r.

In the p-Laplacian case, m = 1 and p lives in the range 1 < p < pc = 2n/(n + 1).
This is the range in which the uniqueness theory needs for a delicate definition of the
concept of solution, cf. [B6-95]. The separate variable solution has µ = 1/(2− p) and
c = cp = |k|p/(2−p), k given in (12.2). The extinction line in the p-Laplacian problem
is p(r + n) = 2n.

5. Backwards effect. There is also a backwards effect from M r(Rn) into Lq(Rn)
with 1 ≤ q ≤ p, if m(p − 1) + (p/n) < 1 and 1 < r < r∗, where r∗ is the extinction
exponent. It all depends on the study of the phase plane analysis for the autonomous
system the DNLE (or the PLE), a work that can be done with only some effort.

We refrain from further details of different qualitative effects by lack of space, and
finish this section with a practical aspect.

p 

r 

n 

0 1 2 

Figure 12.1. The (m, p) diagram for the PLE in dimensions n ≥ 3
The boldface line is the critical line

6. Best constants for the doubly nonlinear equation

The outline follows the PME case of Section 2. The worst case with respect to
the symmetrization - and - concentration comparison in the class of solutions with
the same initial mass M is just the ZKB solution U with initial data a Dirac mass,
u0(x) = Mδ(x). We are thus reduced to perform the computation of the best constant
for the ZKB solution. When m(p− 1) 6= 1, using formula (12.7) gives

‖U(t)‖∞ = Cλt−α, λ =
p− 1

m(p− 1)− 1
.
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We will be using two more constants,

γ =
n(p− 1)

p
+ λ =

nλ

αp
, µ =

(p− 1)n

p
.

While µ is always positive, λ has the sign of m(p− 1)− 1; and γ behaves likewise if
α > 0, as is presently assumed. The computation of the mass, M =

∫
U(x, t) dx, is

M = nωn

∫ ∞

0

(C − k y
p

p−1 )λ
+ yn−1 dy, M = nωn

∫ ∞

0

(C + |k| y p
p−1 )λ

+ yn−1 dy,

with ± according to the sign of m(p− 1)− 1, i.e., of λ. Then, M = dCγ|k|−µ, with

d = nωn

∫ ∞

0

(1± yp/(p−1))λ
+ yn−1 dy,

with ± according to the sign of λ as before. Noting that λ/γ = αp/n and λµ/γ =
α(p− 1), we have

‖U(t)‖∞ = d−pα/nkα(p−1)Mpα/nt−α

The best constant is therefore

(12.21) c(m.n, p) = d−pα/nkα(p−1).

In order to obtain a more explicit expression, we have to do an exercise involving
Euler’s Beta and Gamma functions.

(i) For m(p− 1) > 1 we obtain

d = nωn

∫ 1

0

(1− sp/(p−1))λsn−1ds =
nωn(p− 1)

p
B

(
n(p− 1)

p
, λ + 1

)
.

Since γ = λ + n(p− 1)/p = λn/pα, we get

d =
2(p− 1)πn/2

pΓ(n/2)

Γ(n(p− 1)/p) Γ(λ + 1)

Γ(n(p−1)
p

+ λ + 1)
=

2(p− 1)πn/2α

n

Γ(n(p− 1)/p) Γ(λ)

Γ(n/2) Γ(γ)
.

Using the value

k =
m(p− 1)− 1

p

(α

n

) 1
p−1

=
p− 1

λp

(α

n

) 1
p−1

,

we conclude that inequality (12.11) holds with the precise constant

(12.22) c(m, p, n) =

(
p− 1

λp

)α(p−1) (α

n

)α
(

n

2(p− 1)πn/2α

Γ(n/2) Γ(γ)

Γ(n(p− 1)/p) Γ(λ)

)αp
n

,

that is to be compared with formula (2.10) for p = 2, m > mc.
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(ii) For m(p− 1) < 1 we have λ, γ, k < 0 and

d = nωn

∫ ∞

0

(1 + sp/(p−1))−|λ|sn−1ds = nωn
p− 1

p
B

(
n(p− 1)

p
,
n|λ|
pα

)
,

d =
2(p− 1)πn/2

pΓ(n/2)

Γ(n(p− 1)/p) Γ(|γ|)
Γ(|λ|) .

Therefore,

c(m, p, n) =

(
p− 1

|λ|p
)α(p−1) (α

n

)α
(

p

2(p− 1)πn/2

Γ(n/2) Γ(|λ|)
Γ(n(p− 1)/p) Γ(|γ|)

)αp
n

,

that is to be compared with formula (2.11), for p = 2, mc < m < 1.

(iii) The case m(p − 1) = 1 is a bit different; it is equivalent to work in the limit
λ → ∞ of the above cases. To calculate the best constant we use formula (12.10),
and the similarity exponent is α = n/p. The computations give

M = Cn ωn

∫ ∞

0

exp (−k y
p

p−1 )yn−1 dy = Ck−µnωn

∫ ∞

0

exp (−s
p

p−1 )sn−1 ds,

=
p− 1

p
nωnCk−µ

∫ ∞

0

e−tt
n(p−1)

p
−1 dt =

p− 1

p
nωnCk−µΓ

(
n(p− 1)

p

)
.

Using the value of k in this case and nωn = 2πn/2/Γ(n/2), we conclude that c(m,n) =
C/M equals

(12.23) c(m, p, n) =
pkµ

2(p− 1)πn/2

Γ
(

n
2

)

Γ
(

n(p−1)
p

) =
(p− 1)µ−1

2pn−1πn/2

Γ
(

n
2

)

Γ
(

n(p−1)
p

) .

12.3 Comments and historical notes

Section 12.1. The source solution for the PLE is due to Barenblatt [Ba52b], 1952.

Section 12.2. The derivation of the smoothing effect L1 –L∞ with best constant by
the present method was done in [Va82b], 1982, but the constants were not calculated.
The smoothing results of Theorem 12.3 are derived in [HV81] and [Ve79] with data
in Lr, using iteration techniques. A more precise asymptotic convergence theorem for
L1 data was first proved in [KV88].

The extinction result for the PLE was proved in [HV81] for data in Lp. In that
case, the solution belongs to L∞ for all 0 < t < ∞, cf. [HV81], page 117. This is
a weak smoothing effect. It implies that the critical case proves all the rest of the
smoothing effects into L∞ when 1 < p < 2n/(n + 1).
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Part IV

Auxiliary information



208



Chapter 13

Appendices

13.1 Appendix I. General topics

AI.1 Some integrals and constants

We list some of the integrals that enter the calculation of the best constants in the
smoothing effect. (i) Euler’s Gamma function is defined as

Γ(p) =

∫ ∞

0

tp−1e−t dt, p > 0.

We have Γ(p) = (p− 1) Γ(p− 1), and Γ(1) = 1, Γ(1/2) =
√

π. As p →∞ we have

Γ(p) ∼ (p/e)p(2πp)1/2.

(ii) Euler’s Beta function is defined for p, q > 0 as

B(p, q) =

∫ 1

0

tp−1(1− t)q−1 dt = 2

∫ 1

0

s2p−1(1− s2)q−1 ds

We have B(p, q) = B(q, p) and the basic relation

B(p, q) =
Γ(p)Γ(q)

Γ(p + q)
,

as well as the equivalent expressions with parameter r > 0

B(p, q) = r

∫ 1

0

srp−1(1− sr)q−1 ds = r

∫ ∞

0

xrq−1

(1 + xr)p+q
dx.

These expressions are usually found for the value r = 2.
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Volume of the unit sphere: It is well-known that

ωn =
2πn/2

nΓ(n/2)
=

πn/2

Γ(n/2 + 1)
.

This formula easily follows from the properties of Euler’s integrals by induction.

AI.2. More on Marcinkiewicz spaces. Lorentz spaces

From the definition of Marcinkiewicz norm in Section 1.1, formula (1.13), we imme-
diately obtain an estimate for the distribution function of f of the form:

µf (k) ≤
(‖f‖Mp

k

)p

.

A norm in Mp(Rn) is obtained by taking the infimum of the constants in this estimate:

(AI.1) |‖f‖|Mp(Rn) = inf {C : µf (k) ≤ (C/k)p ∀k > 0 }.

It is easily proved that the new norm is equivalent to the old one for all 1 < p < ∞,
cf. [BBC75], page 548.

In this norm the explicit function Up(x) = A |x|−n/p of Sections 3, 5 and 5.4 is not
only the most concentrated one in the class of rearranged functions of equal norm, it
is even the greatest element up to rearrangement. The existence of greatest element
is an additional simplification for comparison arguments.

The same definition and norms apply when the base space is a domain of Rn, or
even a measurable subset K. One of the important functional features of Mp(Rn) or
Mp(Ω) is the fact that they are not separable. According to [BS88], every separable
Banach function space is the closure of the set of bounded functions with support in a
set of finite measure. This is not the case here, and in fact, when Ω is bounded, Lp(Ω)
is a non-dense subset of Mp(Ω). When Ω is unbounded or Rn, then Lp(Ω) ∩Mp(Ω)
is a non-dense subset.

In order to clarify this fact, we introduce the following functional in Mp(Ω):

(AI.2) Np(f) = lim
k→∞

‖(|f | − k)+‖Mp

Note that the limit exists since the family (|f | − k)+ is nonincreasing as k → ∞.
Actually, the definition only needs f to be such that (|f | − k)+ ∈ Mp(Rn) for some
k > 0.

Lemma 13.1 Np is a continuous semi-norm in Mp(Ω). Given f ∈ Mp(Ω) we have
Np(f) = 0 if f ∈ Mp

0 (Ω), which is defined as the closure of C1
c (Ω) in Mp(Ω).
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Proof. The fact that Np is a semi-norm and is continuous are both clear. Let us prove
next that Np(f) = 0 for every f ∈ Mp

0 (Ω). In the case where f is C1
c it is bounded,

and then Np(f) = 0. The result follows for Mp
0 (Ω) by density.

On the contrary, if Np(f) = 0, for every ε > 0 there is a value k such that
‖fk‖Mp ≤ ε with fk = (|f | − k)+sign (f). Since f − fk ∈ L∞(Ω) ∩Mp(Ω) ⊂ Lp(Ω),
since Ω has bounded measure. The result follows.

Note that the limit Np(f) is not zero in the case of example (1.14); actually, the
limit is still Np(Up) = Aκp.

Lorentz spaces. Lp,q(Ω), 1 ≤ p, q < ∞, are defined by means of the norms

‖f‖p,q =

(∫ |Ω|

0

s
q
p
−1f q

∗ (s) ds

)1/q

= n
1
q ω

1
p
n

(∫ R

0

r
nq
p
−1(f ∗)q(r) dr

)1/q

< ∞,

where R is defined by |BR| = |Ω|. Here, f∗ denotes the one-dimensional symmetric
representation of a function f ∈ L0 defined by means of

(AI.3) f∗(s) = f ∗(r), s = ωnr
n.

Then, f∗ is defined in the interval [0, |Ω|], with |Ω| = meas (Ω). Notice that

(AI.4) f∗(s) = inf{t ≥ 0 : µ(t) < s},

which makes f∗ a generalized inverse of µf .

It is easy to see that Lp,p(Ω) coincides with Lp(Ω). The Lp,q(Ω) form an increasing
family of separable spaces as q increases. In the limit q →∞ the norm becomes

‖f‖p,∞ := ess sup {s1/pf∗(s)} < ∞.

Comparing this with (AI.1), we see that Lp,∞(Ω) = Mp(Ω).

AI.3. Morrey spaces

We have seen them in the study of extinction. Here is the definition.

Definition. Let ∈ (1,∞) and λ ∈ (0, n). The function f ∈ L1
loc(Ω) is said to belong

to the Morris space M̃p,λ(Ω) if

(AI.5) ‖f‖Lp,λ(Ω) = sup
ρ>0,x∈Ω

{ρ−λ

∫

Bρ(x)∩Ω

|f |p dx} < +∞

where Bρ(x) denotes the n-dimensional ball of radius ρ centered at the point x.
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AI.4. Maximal monotone graphs

The nonlinearity in the Filtration Equation is in principle a C1 monotone function,
so that the equation may be written as

ut = ∇ · (ϕ′(u) Du)

and the formal parabolic character is easy to recognize. If ϕ′(u) > 0 for every u,
than the problem is actually parabolic. But the applications point to the interest
in dealing with extensions of the nonlinearity to include non-strictly increasing or
multivalued functions. In order to encompass all these applications the concept of
maximal monotone graph is used, m.m.g. for short. We think of ϕ as a graph
consisting of pairs (u, v) ∈ R2, with u in a domain D(ϕ), which is an interval of the
real line. The graph is monotone if for every two graph pairs (u1, v1) and (u2, v2) we
have

(u1 − u2) (v1 − v2) ≥ 0.

It is maximal if it cannot be extended further. A continuous monotone function
defined in R is a good example of m.m.g. For a discontinuous monotone function
the key point is that we have to add all the vertical segments corresponding to the
multivalued options, and it has to be defined in a maximal interval D(ϕ). This
interval is not necessarily R. Typical maximal monotone graphs appearing in the
proof of estimates for the types of PDEs we deal with in this papers are the signum
function

sign (s)





= 1 for s > 0,
= −1 for s < 0,
= [−1, 1] for s = 0;

and also its positive part, denoted by sign +(s), where we modify the signum so that
sign +(s) = 0 for s < 0 and sign +(0) = [0, 1].

One of the main advantages of this generality is the fact that the inverse of a
m.m.g. is again a m.m.g.; actually, both graphs are symmetric with respect to the
main bisectrix in R2. The standard and somewhat awkward notation when using
multi-valued operators is set inclusion, so that when (a, b) is a point in the graph ϕ
we write b ∈ ϕ(a) instead of b = ϕ(a), since generally ϕ(a) is not a singleton.

Maximal monotone operators in Hilbert spaces have been studied in full detail by
Brezis in [Br73].
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13.2 Appendix II. Particles and speeds

AII.1. Lagrangian approach in diffusion

The Lagrangian approach to diffusion equations consists in assuming that a solution
u(x, t) ≥ 0 represents the density at time t of a mass distribution extending to the
whole space, x ∈ Rn. The mass contained in a Borel set is calculated as1

Mt(A) =

∫

A

u(x, t) dx,

so that M(t) =
∫
Rn u(x, t) dx represents the total mass of this distribution at time

t ≥ 0. Since the mass conservation law of continuum mechanics is

(AII.1) ∂tu +∇(uv) = 0,

where v is the pointwise velocity of the particles that make up the medium. Agree-
ment of this formula with the PDE / FDE formulas leads to postulate a formula for
the velocity of the form

(AII.2) v = −um−2∇u = − 1

m− 1
∇um−1.

Note that for the HE the last formula reads v = − log u. This way of looking at
the equation is quite typical of the modelling of flows in porous media for m > 1,
cf. [Ar86, Mu37], but there is no problem in extending the idea to m < 1, the main
difference being that m− 1 < 0, so we are taking the gradient of a negative power of
the density u.

If we want to find the particle trajectories, we have to integrate the kinematic
equation

(AII.3)
dx

dt
= v(x, t),

Often, we apply the particle approach to obtain the way in which particles that are
initially located far away diverge to infinity with time. This uses the knowledge of the
specific asymptotic behaviour of the solutions as |x| → ∞, and from that information
on the behaviour of v is derived, which is used to estimate the trajectories.

AII.2. The ZKB solutions and similar

Let us take the source-type ZKB solutions as example. It is very easy to check that
the particle velocity, which is given by formula (AII.2), is in this particular case

(AII.4) v = βx/t.

1The subscript is not a derivative!
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This simple relation between the velocity and the density is characteristic of the ZKB
solutions as the reader may ckeck for himself2.

We now integrate the kinematic equation for the particle trajectories (AII.3) to
obtain a divergent behaviour of the form

(AII.5) x(t) = x(1) tβ,

describing the non-Gaussian way in which particles spread (note that 1/2 < β < ∞ if
1 > m > mc, while 1/2 > β for m > 1). Of course, we recover the Brownian motion
exponent β = 1/2 for the Heat Equation.

This is not an isolated occurrence. General nonnegative solutions with compactly
supported initial data behave for large times like the ZKB solution if m > mc, and
the behaviour of the trajectories is asymptotically similar. Therefore, we know the
rate at which particle trajectories go to infinity, which is power-like in time.

The case of exponents m < mc is discussed in Section 5.5 in connection with
escape to infinity in finite time.

AII.3. Speed distributions

We devote this section to introduce the concept of velocity distribution and derive a
curious property of the ZKB solutions.

When we view a solution u(x, t) of the PME /FDE as a mass density, we can
think of the mass distribution parametrized by time, which is a family of measures
µt, t > 0, such that for all Borel sets A ⊂ Rn we have

µt(A) =

∫

A

u(x, t) dx.

If the velocity v is given in terms of x by a bijective C1 mapping, x = Tt(v) for every
t > 0, then the change of variables formula implies that for every subset B of velocity
values the amount of particles included in that set is

∫

Tt(B)

u(x, t) dx =

∫

B

u(Tt(v), t)|DTt(v)| dv.

This means that the density function for the (time family of) velocity distributions is

ρ(v, t) = u(Ttv, t)|DTt(v)|,

where the last factor means the absolute value of the determinant of the Jacobian
matrix of T (xv, t) w.r.t v ∈ Rn.

2When m ≥ 1 a solution has a linear relation x-v if and only it is a ZKB; for mc < m < 1 there
is the possibility of the singular solution with C = 0.
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In the case of the ZKB solutions, we know that Tt(v) = vt/β, hence |DTt(v)| =
(t/β)n and (putting γ = 1/β > 0) we get

ρ(v, t) = Bm(γvt, t)(γt)n,

where Bm is the ZKB solution (2.7). Using the scaling properties of the ZKB solution,
this formula can be transformed into

ρ(v, t) = (γt)n t−nβFm(γvt/tβ) = (γt1−β)n F (v γt1−β) = Bm(v, t′)

where t′ = βtβ−1. Note that t′ → 0 as t →∞ if m ≥ 1. It si even true for β < 1, i.e.,
for m > (n− 1)/n. We conclude that

Proposition 13.2 The distribution density of a ZKB solution in velocity space at
time t > 0 is again a ZKB solution of the same mass. It runs in inverse time, t′ = βtβ−1

if m > (n− 1)/n. As t →∞, this velocity distribution tends to a Dirac delta.

This result reflects in a quantitative way the fact that most particles have very
small velocities as t →∞. It applies for all m > mc

3.

13.3 Appendix III. Some Riemannian Geometry

A Riemannian manifold (M, g) is a differentiable (finite-dimensional) manifold M
with a Riemannian structure given by a twice-covariant tensor g which is symmetric
and positive and allows us to define the length of tangent vectors v as (g(v, v))1/2. We
will be interested in conformal maps between metrics: we say that g is a metric in the
conformal class of g0 if the matrices representing g and g0 in some coordinate frame
are proportional at all points. The proportionality constant is called the conformal
factor.

AIII.1. The Yamabe Problem

The Yamabe problem starts with a Riemannian manifold (M, g0) in space dimension
is n ≥ 3 and deals with the question of finding another metric g in the conformal class
of g0 having constant scalar curvature. The formulation of the problem proceeds as
follows. We can write the conformal relation as

g = u4/(n−2)g0

3I thank A. Bobylev for an interesting discussion of that issue and similar results in kinetic
equations.
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locally on M for some positive smooth function u. The conformal factor is u4/(n−2).
The volume element is

|det g|1/2dx = u2n/(n−2)dx

The length element is ds = g1/2dr = u2/(n−2)dr.

Next, we denote by R = Rg and R0 the scalar curvatures of the metrics g, g0 resp.
If we write ∆0 for the Laplace-Beltrami operator of g0, we have the formula

R = −u−NLu on M,

with N = (n + 2)/(n− 2) and

Lu := κ∆0u−R0u, κ =
4(n− 1)

n + 2
.

The Yamabe problem becomes then

(AIII.1) ∆0u−
(

n− 2

4(n− 1)

)
R0u +

(
n− 2

4(n− 1)

)
Rgu

(n+2)/(n−2) = 0.

The equation should determine u (hence, g) when g0, R0 and Rg are known. In the
standard case we take M = Rn and g0 the standard metric, so that ∆0 is the standard
Laplacian, R0 = 0, we take Rg = 1 and then we get the well-known semilinear elliptic
equation with critical exponent.

AIII.2. The Yamabe flow and fast diffusion

This is a different but related story. The Yamabe flow is defined as an evolution
equation for a family of metrics that is used as a tool to construct metrics of constant
scalar curvature within a given conformal class. More precisely, we look for a one-
parameter family gt(x) = g(x, t) of metrics solution of the evolution problem

(AIII.2) ∂tg = −R g, g(0) = g0 on M.

It is easy to show that this is equivalent to the equation

∂tu
N = Lu, u(0) = 1 on M.

after rescaling the time variable. Let now (M, g0) be Rn with the standard flat metric,
so that R0 = 0. Put uN = v, m = 1/N = (n− 2)/(n + 2) ∈ (0, 1). Then

(AIII.3) ∂tv = Lvm,

which is a fast diffusion equation with exponent m ∈ (0, 1) given by

m =
n− 2

n + 2
, 1−m =

4

n + 2
, 1 + m =

2n

n + 2
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If we now try separate variables solutions of the form

v(x, t) = (T − t)αf(x),

then necessarily α = 1/(1 − m) = (n + 2)/4, and F = fm satisfies the semilinear
elliptic equation with critical exponent found before:

(AIII.4) ∆F +
n + 2

4
F

n+2
n−2 = 0.

AIII.3. Two-dimensional Ricci flow. Gauss-Bonnet formula

Notation as before but now the space dimension is n = 2. We write g = u g0 where
g0 is the standard metric in R2 with coordinates (x, y) and u is the conformal factor.
Let us put u = e2p, p = p(x, y). The length elements in both metrics are related
by ds2 = e2pdr2, dr2 = dx2 + dy2. The Ricci flow has the same formula as for the
Yamabe flow:

(AIII.5) ∂tg = −R g, g(0) = g0 on R2.

with R = 2K. It is shown that the scalar curvature K is given by

K = −e−2p∆p =
∆u

2u
.

Therefore, the flow is equivalent to ∂t(e
2p) = 2∆p, hence

(AIII.6) ut = ∆ log u.

We have mentioned in the theory of Chapter 9 the famous Gauss-Bonnet Theorem.
This basic result in Riemannian geometry applies to a closed oriented two-dimensional
manifold without boundary and says that the following topological restriction holds
on the integral of the curvature

∫

M

K dvg = 2πχ(M)

where χ(M) = 2 − 2g(M) denotes the Euler characteristic of the manifold. In view
of our conformal situation we have dvg = e2pdx1dx2 = u dx, so that

∫

R2

ut dx = 2

∫

R2

∆p dx = −2

∫

M

K dvg.

Let us also remark that the total area of the surface at time t is given by

(AIII.7) A(t) =

∫

R2

u(x, t) dx1dx2



218 Appendices

A more general Gauss-Bonnet formula deals with an embedded triangle T in any
two-dimensional Riemannian manifold M and says that the integral over the whole
triangle of the Gaussian curvature with respect to area is given by minus the sum of
the jump angles minus the integral of the geodesic curvature over the whole of the
boundary of the triangle (with respect to arc length),

(AIII.8)

∫

T

K dA = 2π −
∑

i

αi −
∫

∂T

κg ds.

cf. [Wol]. This limit as the triangle covers the plane is used in obtaining the formula
for the decay rate of maximal solutions of the log-diffusion equation.

AIII.4. Comments and historical notes

On the Yamabe problem: The problem was posed by H. Yamabe in 1960 [Ya60].
The answer is positive but it took many years to develop. Yamabe attempted to
show that any Riemannian metric on a compact manifold can be conformally de-
formed into one with constant scalar curvature. N. Trudinger discovered an error in
Yamabe’s proof and was able to solve the problem under some restrictive assump-
tions. Subsequent work by Th. Aubin [Au76] was eventually proved by R. Schoen
[Sc84] completely. A first survey can be [LP87]. See more on the issue in [SY94].

On the Ricci flow: it was introduced by R. Hamilton in [Ha88], 1988. The Ricci
flow on surfaces reduces to a scalar evolution equation which makes sense in higher
dimensions where it is called the Yamabe flow. This flow is the negative gradient flow
for the (normalized) total scalar curvature functional on the space of Riemannian
metrics when restricted to a conformal class. Stationary solutions of the flow have
constant scalar curvature.

13.4 Some extensions and parallel topics

1. Other equations. A very natural extension is the consideration of the PME/FDE
equation with a forcing term, ut = ∆(um/m)+f , where either f = f(x, t) or f = f(u).
Many partial results are known, but a systematic study is missing.

We have started the presentation by a more general model than the PME, namely
the Filtration Equation, which includes quite popular models like Stefan equation of
phase change. There are a number of results on estimates in the vein of what has
been explained here.

As an extension of the p-Laplacian equation we could consider the mean curvature
evolution equation, where ∆p(u) is replaced by ∇ · ((|1 + |∇u|2)−1/2∇u), and other
models. In particular, our results have corollaries and extensions for such equations
that could be interesting to develop.
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2. Convergence to definite profiles in evolution equations as t → ∞. The
Solutions of the Cauchy problem for the PME, the FDE and the PLE not only decay
with a precise rate as t → ∞; it can also be proved that generic solutions approach
the Barenblatt solution with the same mass as t →∞. A complete study for the PME
is done in [Va03] where further references can be found. For the PLE cf. [KV88].

3. Local estimates. Many questions remain open. The topic is to be developed
separately.

4. Signed solutions. The Maximum Principle allows to translate our a priori
estimates for nonnegative solutions into estimates for solutions of any sign. Note that
the PME has to be written then as ut = ∇ · (|u|m−1∇u). Standard theory allows to
construct a semigroup for data in L1(Rn) for all m > 0, [Be72, BCP] and the data
can be extended more or less like in the nonnegative case.

But some questions arise: how sharp are the estimates for particular classes of
signed solutions? what is the actual large-time behaviour of such solutions? An
example of that behaviour is given in [KV91], where solutions of the PME with
data of two signs are shown to become one-signed in finite time (assumptions: u0 is
compactly supported and

∫
u0 dx 6= 0; the last condition is essential).

A quite interesting problem is the extension of the theory of non-existence for
super-fast diffusion to solutions of any sign. Here is a first result obtained by Ro-
driguez and the author [RV02]: Let n = 1 and n ≤ 0. Then there exists no weak
solution of the FDE equation ut = (|u|m−1ux)x having two signs. If we take two-signed
data and approximate the problem, then a initial layer of discontinuity appears. Sim-
ilar work in several dimensions is needed.

5. Asymptotic estimates for evolution equations in bounded domains. The
decay of solutions of parabolic equations in bounded domains with homogeneous
Dirichlet data has been studied by different authors using comparison techniques
based on symmetrization, like [ALT86, ATL90, Di92, Ta93] among others.

In the case of the PME the method of symmetrization produces comparison with
radial cases, but does not seem to be needed to obtain optimal rates. See the survey
[Va04].

6. Fast Diffusion Equations. In work with E. Chasseigne [ChV02], we have
studied the Fast Diffusion Equation in the range mc < m < 1, and shown that it
admits a well-posed theory of singular solutions with so-called strong singularities.
There is even a model singular solution of the form

U(x, t) = cm,n

(
t/|x|2)

2
1−m .

The reader will notice that this solution corresponds to the Explicit Extinction Model
of the range m < mc used in Section 5. We wonder how to apply the worst case
strategy in that framework, though some work in that direction is done in our paper.
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