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CODING AND ENTROPY.

1. Show that for any source of information X with N symbols

Oég(X) §10g2N7

: 1
where £(X) = Zpk log, — is the Shannon entropy of X for the probabilities py, k = 0,1,2,..., N.
Dk
k=1
(Hint: Use Lagrange multipliers to show that the maxima of £(X) in the region 0 < p, < 1,k =

1,2,..., N, with the restriction Zszlpk =1 is attained at py = 1/N,k=1,2,...,N.

2. Let X = {21, 29, x3, 24, 5,6, T7} be a source of information whose probabilities are
p1 = 0.49, py = 0.26, p3 = 0.12,p3 = 0.04, p5 = 0.04, ps = 0.03, p; = 0.02.

a) Compute the entropy of X. Build a binary Huffman code C for these probabilities and
compute Ae(X).

b) Suppose that the symbols of X are codify with a ternary code that takes values 0, 1,
and 2. The code can now be represented in a ternary tree. Extend Huffman algorithm to find
a ternary tree for X having the prefix condition and compute the average length of its codified
words.

3. The quantize coefficients of an 8 x 8 block of an image are

26 -3 =6 2 2 —10 0]
0 -2 -4 1 1 0 00
-3 1 5 -1 -1 0 00
—4 1 2 -1 0 0 00
1 0 0 0 0 0 00
0 0 0 0 0 0 00
0 0 0 0 0 0 00

0 0 0 0 0 0 00,

Find a binary Huffman code to represent these symbols.



