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Ecole Polytechnique
91128 Palaiseau Cedex. France
lebeau@math.polytechnique.fr

and

Enrique ZUAZUA ∗

Departamento de Matemática Aplicada
Universidad Complutense

28040 Madrid. Spain.
zuazua@sunma4.mat.ucm.es

December 20, 2002

Abstract

We consider the two and three-dimensional system of linear thermoelasticity in a bounded
smooth domain with Dirichlet boundary conditions. We analyze whether the energy of solutions
decays exponentially uniformly to zero as t→∞. First of all, by a decoupling method, we reduce
the problem to an observability inequality for the Lamé system in linear elasticity and more precisely
to whether the total energy of the solutions can be estimated in terms of the energy concentrated
on its longitudinal component. We show that when the domain is convex the decay rate is never
uniform. In fact, the lack of uniform decay holds in a more general class of domains in which there
exist rays of geometric optics of arbitrarily large length that are always reflected perpendicularly
or almost tangentially on the boundary. We also show that, in three space dimensions, the lack of
uniform decay may be also due to a critical polarization of the energy on the transversal component
of the displacement. In two space dimensions we prove a sufficient (and almost necessary) condition
for the uniform decay to hold in terms of the propagation of the transversal characteristic rays,
under the further assumption that the boundary of the domain does not have contacts of infinite
order with its tangents. We also give an example, due to D. Hulin, in which these geometric
properties hold. In three space dimensions we indicate (without proof) how a careful analysis of
the polarization of singularities may led to sharp sufficient conditions for the uniform decay to hold.
In two space dimensions we prove that smooth solutions decay polynomially in the energy space to
a finite-dimensional subspace of solutions except when the domain is a ball or an annulus. Finally
we discuss some closely related controllability and spectral issues.
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1 Introduction: the non-uniform decay

Let Ω be a bounded smooth domain of IRn with n = 2 or 3 and consider the linear system of
thermoelasticity with Dirichlet boundary conditions:

utt − µ∆u− (λ+ µ)∇ divu+ α∇θ = 0 in Ω× (0,∞)
θt −∆θ + β divut = 0 in Ω× (0,∞)
u = 0, θ = 0 on ∂Ω× (0,∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x) in Ω.

(1)

In (1), λ, µ > 0 are the Lamé coefficients and α, β > 0 the coupling parameters. The displacement
u = (u1, u2, u3), uj = uj(x, t), x = (x1, x2, x3) ∈ Ω, t > 0 is a vector field (u = (u1, u2), uj =
uj(x, t), x = (x1, x2) ∈ Ω when n = 2) and θ = θ(x, t), the temperature, is a scalar function.

System (1) is well-posed in H =
(
H1

0 (Ω)
)n × (L2(Ω)

)n × L2(Ω) and the energy

E(t) =
1
2

∫
Ω

[
µ | ∇u(x, t) |2 +(λ+ µ) | divu(x, t) |2 + | ut(x, t) |2 +

α

β
| θ(x, t) |2

]
dx (2)
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decreases along trajectories. More precisely,

dE(t)
dt

= −α
β

∫
Ω
| ∇θ(x, t) |2 dx ≤ 0. (3)

C. Dafermos in [D] studied the problem of whether the energy of every solution of (1) converges
to zero as t→∞, i.e.

E(t) → 0, as t→∞ (4)

which is equivalent to the convergence of solutions to zero in H. He proved that (4) holds if and only
if the domain Ω satisfies the following condition:

(C)



If ϕ ∈
(
H1

0 (Ω)
)n is such that

−∆ϕ = γ2ϕ in Ω
divϕ = 0 in Ω
ϕ = 0 on ∂Ω

for some γ ∈ IR, then ϕ ≡ 0.

(5)

Condition (C) guarantees that the Lamé system has no eigenfunction with null divergence. One
can also interpret (C) in terms of Stokes system. Indeed, (C) guarantees that there is no eigenfunction
of the Stokes system with constant pressure (we refer to [LiZ] for an application of this property to
the approximate controllability of Stokes system).

Condition (C) holds generically with respect to the domain Ω. Indeed, (C) holds as soon as the
eigenfunctions of the Dirichlet Laplacian are simple and this is known to be a generic property among
smooth domains (see [A], [M] and [U]). On the other hand, condition (C) fails when Ω is a ball of IRn.
In this case there exists an infinite number of linearly independent vector fields ϕ satisfying (5) and
for each of them (u, θ) =

(
eiγtϕ(x), 0

)
, with ϕ solution of (5), is a solution of (1) of constant energy.

In two space dimensions C. A. Berenstein [B] proved that the only simply connected C2,α domain in
which (1.5) holds for an infinite number of linearly independent eigenfunctions is the ball.

Therefore, roughly speaking, one can say that, generically with respect to Ω, every solution of (1)
tends to zero in H as t→∞.

We are interested on whether the decay rate is uniform or not. In other words, we analyze the
existence of positive constants C,ω > 0 such that

E(t) ≤ Ce−ωtE(0), ∀t > 0 (6)

holds for every solution of (1).
It is easy to check that (6) holds if and only if there exists a time T > 0 and a constant C > 0

such that

E(0) ≤ C

∫ T

0

∫
Ω
| ∇θ |2 dxdt, (7)

for every solution of (1).
Therefore, in order to prove the uniform decay one has to show that the total energy of solutions

can be estimated in terms of the energy concentrated on the heat component.
By using the decoupling method introduced by D. Henry, O. Lopes and A. Perissinotto in [HLP]

we reduce this problem to the analysis of the Lamé system:
ϕtt − µ∆ϕ− (λ+ µ)∇ divϕ = 0 in Ω× (0, T )
ϕ = 0 on ∂Ω× (0, T )
ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x) in Ω.

(8)
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More precisely, our first result reads as follows:

Theorem 1.1 Assume that n = 2 or 3. In the class of domains Ω satisfying condition (C), the
uniform decay property (6) for system (1) holds if and only if there exists T > 0 and C > 0 such that

‖ ϕ0 ‖2
(L2(Ω))n + ‖ ϕ1 ‖2

(H−1(Ω))n≤ C

∫ T

0
‖ divϕ ‖2

H−1(Ω) dt (9)

holds for every solution of the Lamé system (8).

Therefore the problem is reduced to analyze whether the total energy of the solutions ϕ of the
Lamé system (8) can be estimated uniformly in terms of the energy concentrated on the component
divϕ.

This allows to prove that, for a large class of domains, the decay rate is not uniform:

Theorem 1.2 Assume that Ω is convex or such that there exists a ray of geometric optics in Ω of
arbitrarily large length which is always reflected perpendicularly on the boundary. Then, the observ-
ability inequality (9) for the Lamé system fails for any T > 0 and therefore the decay of solutions of
(1) is not uniform.

Remark 1.1

1. In the next section we give a sharper sufficient condition (see (HT ) in (16)) that guarantees that
the decay rate is not uniform.

2. In three space dimensions the uniform decay may also fail because of the critical polarization
along rays. This will be discussed in detail in section 5.3.

3. When Ω is convex the observability inequality (9) for the Lamé system fails for two different
reasons:

(a) Because of the existence of solutions of (8) exponentially concentrated on an arbitrarily
small neighborhood of the boundary for an arbitrarily large time and such that the en-
ergy concentrated on the longitudinal component divϕ of the solution is arbitrarily small
compared to the total energy.

(b) In every convex smooth domain there exists a ray of infinite length which is always reflected
perpendicularly on the boundary (see Figure 1):

Figure 1.
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In this case the observability property (9) fails since there are solutions whose energy is
concentrated along this ray on the transversal component of the solution, curlϕ, and this
for an arbitrarily large time interval.
In both cases the proof of the existence of these solutions requires a geometric optics
construction in the spirit of Ralston [R1,2].

4. In view of Theorem 1, convex domains may be classified in two sets:

(a) Those in which property (C) fails. In this case there are solutions that do not decay as
t→∞.

(b) Those in which (C) holds. In this case every solution converges to zero but without an
uniform decay rate.

Of course, convex domains are generically in class (b). To our knowledge it is unknown whether
the class (a) contains any convex domain other than the ball.

5. As we have stated in Theorem 2, the uniform decay fails in many non-convex domains with the
property that there exists a ray of infinite length which is always reflected perpendicularly on
the boundary (see Figure 2):

Figure 2.

6. There are domains in which the two geometric properties of convex domains indicated in point
1 above do not hold. The following two-dimensional example is due to D. Hulin [Hu]:

Figure 3.

This domain Ω can be obtained by removing from the half ball of radious one centered at the
origin

{
(x1, x2) : x2 > 0, x2

1 + x2
2 < 1

}
the ball of radious 1/3 centered at (−2/3, 0) and the ball of

radious 2/3 centered at (1/3, 0) and then regularizing the three vertices (−1, 0), (−1/3, 0), (1, 0).
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In this case one can check that for any T sufficiently large every ray of geometric optics of length T
intersects the boundary at some point with an angle γ between two constants 0 < c1 < c2 < π/2
(i.e. 0 < c1 ≤ γ ≤ c2 < π/2) which are independent of the ray.

7. We recall that when the energy of every solution converges to zero but there is no uniform
decay rate, then the decay may be arbitrarily slow. More precisely, in those cases, for every
continuous function h : [0,∞) → [0,∞) such that h(t) → 0 as t → ∞ there exists an initial
data (u0, u1, θ0) ∈ H and a sequence of times tn →∞ such that the energy of the corresponding
solution of (1) satisfies E(tn) ≥ h(tn) for all n ≥ 1.

We shall show however that for most two-dimensional domains for which the energy does not decay
uniformly, smooth solutions decay polynomially. This will be discussed in section 7.2. As we shall see,
the polynomial decay corresponds to a weaker version of the inequality (1.9), namely,

‖ ϕ0 ‖2
(L2(Ω))n + ‖ ϕ1 ‖2

(H−1(Ω))n≤ C

∫ T

0
‖ divϕ ‖2

L2(Ω) dt. (10)

Observe that in the right hand side of (1.10) we use an extra derivative of divϕ than in (1.9). The
main difficulty for proving the polynomial decay for smooth solutions of (1.1) will be precisely to show
that (1.10) holds for most two-dimensional domains.

In order to state the main results that provide sufficient conditions for the uniform and polynomial
decay to hold, some notation has to be introduced. This will be done in the following section.

2 Main results on the uniform decay

2.1 Preliminaries

In order to state the sufficient condition for the uniform and polynomial decay of (1) we have to
introduce some notation that is valid in dimensions n = 2 and n = 3.

We assume that Ω is of class C∞ without contacts of infinite order with its boundary.
We denote by cL =

√
λ+ 2µ and cT =

√
µ the longitudinal and transversal velocities of propaga-

tion. We also set νL = 1/cL and νT = 1/cT . Considering these two different velocities of propagation is
motivated by the fact that, when ϕ solves the Lamé system (8), its transversal component w = curlϕ
satisfies

wtt − µ∆w = 0 in Ω× (0,∞) (11)

and the longitudinal one, ρ = divϕ, solves

ρtt − (λ+ 2µ)∆ρ = 0 in Ω× (0,∞). (12)

Obviously both equations are coupled on the boundary ∂Ω.
We introduce now the transversal characteristic manifold Char T = (Char T )Ω∪(Char T )∂Ω where

(Char T )Ω =
{
(x, t, ξ, τ) : x ∈ Ω, t > 0, ξ2 = τ2ν2

T , τ 6= 0
}

(13)

(Char T )∂Ω =
{
(y, t, η, τ) : y ∈ ∂Ω, t > 0, η2 ≤ τ2ν2

T , τ 6= 0
}
. (14)
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Char T is endowed with a generalized hamiltonian flow. For any ρ0 ∈ Char T there exists an
unique generalized bicharacteristic s ∈ IR → ρ(s) such that ρ(0) = ρ0. We have τ(ρ(s)) = τ0 =
const ., t(ρ(s)) = t(ρ(0)) − 2τ0sν2

T and (x(ρ(s)), ξ(ρ(s))) is a generalized geodesic curve in Ω̄. In the
interior of Ω, since we are dealing with constant coefficients, s → x(ρ(s)) is a stright segment and
it is reflected on the boundary following Descartes’ laws when s → x(ρ(s)) intersects transversally
∂Ω. Thus a transversal ray is a continuous parametrized curve s → γ(s) = (t(s), x(s), τ(s), ξ(s))
with values in the transversal characteristic manifold Char(T ). We have x(s) ∈ Ω̄, ξ(s) ∈ IRn and
cT | ξ(s) |=| τ(s) | while τ(s) is independent of s and τ 6= 0. When x(s) = y ∈ ∂Ω then η(s), the
tangential component of ξ(s), is well defined and the normal component may take one of the following
two values ξ⊥(s) = ±

√
τ2(s)− c2T | η(s) |2 when | η(s) |< νT | τ(s) |. Obviously ξ(s) = 0 when

| η(s) |= νT | τ(s) |. In this limit case the ray is tangent to the boundary of Ω.
Under the assumption that the domain has not contacts of infinite order with its tangents all rays

have the following structure (see L. Hörmander [H], section 24.3). It is constituted by segments in Ω
such that

ẋ(s) = 2ξcT ; ṫ(s) = −2τ (15)

ξ and τ being constant, that intersect the boundary ∂Ω× IR in one of the following two ways:

• Transversally, i.e. x(si) ∈ ∂Ω, | η(si) |< νT | τ(si) |. Those points are isolated, i.e. they do not
have accumulation points. At these points lim

s↗si

ξ(s) =
(
η(si), ξ⊥−(si)

)
, lim
s↘si

ξ(s) =
(
η(si), ξ⊥+(si)

)
with ξ⊥−(si) = −ξ⊥+(si) and ξ⊥+(si) · −→n > 0, where −→n denotes the unit inner normal vector to Ω.

• Tangentially at a diffractive point, i.e. x(si) ∈ ∂Ω and for ε > 0 small enough x(s) ∈ Ω, for all
0 <| s− si |< ε. Moreover, ξ⊥(si) = 0 and cT | η(si) |= τ .

These segments may be connected to arcs of curves γ̃(s) = (t(s), x(s), τ(s), ξ(s)) , s ∈ [a, b] such that
x(s) ∈ ∂Ω, ξ⊥(s) = 0, τ(s) is constant (τ̇ = 0), ṫ(s) = −2τ, τ2 = cT | η(s) |2, ẋ(s) = 2cT η(s) and
Dη(s) = 0, where D denotes the covariant derivative over ∂Ω. In other words s ∈ [a, b] → x(s) ∈ ∂Ω
is a geodesic curve such that ẋ(s) = 2cT η(s).

Let us also recall that the characteristic manifold of the Lamé system is the union of the transversal
and longitudinal one. Thus Char = CharΩ ∪Char∂Ω where

CharΩ = {(x, ξ, t, τ) : x ∈ Ω, | τ |= cL | ξ | or | τ |= cT | ξ |} ;

Char∂Ω = {(y, t, η, τ) : cT | η |≤| τ | and y ∈ ∂Ω} .
In the sequel the generalized bicharacteristics will be referred to as “rays”.
The following two basic results on rays will be used (see L. Hörmander [Ho], section 24.3, p. 441):

(a) The uniform limit of rays is a ray;
(b) Every ray s ∈ [a, b] → ρ(s) is the limit of rays having only transversal intersections with

∂Ω.

Note that, at this level, we use the fact that Ω has not contacts with infinite order with its boundary.
Let us introduce the set:

L = {(y, t, η, τ) : y ∈ ∂Ω , 0 <| η |≤| τ | νL} .

It represents the subset of the boundary that “couples strongly” the longitudinal and transversal
waves.

In the exterior of L the following two subregions have to be distinguished:
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(i) η = 0 corresponds to rays that intersect ∂Ω perpendicularly. At these points, a transversal wave,
by reflection, generates a more smooth longitudinal wave.

(ii) | τ | νL <| η |≤| τ | νT . In this region the transversal wave does not generate longitudinal waves
by reflection.

When | η |=| τ | νL the angle is critical.
These situations are illustrated in the following figures:

0 <| η |≤| τ | νL | τ | νL <| η |<| τ | νT
Figure 4 Figure 5

Observe that we do not discuss the case | η |>| τ | νT . Indeed we will never enter the elliptic
region for the transversal waves in our arguments below since singularities may not concentrate in
that region.

The situation we have considered in section 1 above corresponds to the case in which T > 0 and
Ω are such that the following assumption holds:

(HT )


There exists a ray s ∈ [a, b] → ρ(s) ∈ Char T without contacts of infinite
order with ∂Ω such that
|t (ρ(b))− t (ρ(a))| > T and ρ(s) /∈ L, ∀s ∈ [a, b].

(16)

Indeed, as we will see in section 5, under assumption (HT ) the proof of Theorem 1.2 applies and
provides a sequence of solutions ϕk of Lamé’s system (8) such that

‖ ϕ0
k ‖2

(L2(Ω))3
+ ‖ ϕ1

k ‖2
(H−1(Ω))= 1 , ∀k∫ T

0
‖ divϕk ‖2

H−1(Ω) dt→ 0 as k →∞.

 (17)

In particular, when Ω is a convex smooth domain there are two types of rays satisfying (16) for all
T > 0:

(a) The rays that always intersect perpendicularly the boundary with η = 0;

(b) The rays that are sufficiently close to the boundary of the domain so that they enter in the
class described in Figure 5 above.

Obviously there are domains in which (16) holds because of the existence of rays that have both
perpendicular and almost tangential reflections (see figures 6 and 7 below).
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Figure 6

In this Figure 6 the ray starts from A ∈ ∂Ω in the direction perpendicular to ∂Ω and hits again the
boundary almost tangentially at B. It then enters the boundary at C ∈ ∂Ω and quits the boundary
at D to hit the boundary perpendicularly again at E. Then the ray is reflected backwards along the
same trajectory. In figure 7 below we exhibit a case of a ray that is always reflected perpendicularly
or tangentially on the boundary.

Figure 7

2.2 Uniform decay in two space dimensions

As we mentioned in Remark 1.1 above there are smooth domains in which there is no T > 0 such that
(HT ) holds. In those cases one cannot exclude the fact that (9) holds for some T > 0 and therefore
the solutions of the system of thermoelasticity (1) might decay uniformly. In this section we give a
sufficient and almost necessary condition for the uniform decay to hold in two space dimensions.

The following is proved:

Theorem 2.1 Assume that Ω is a bounded C∞ domain in IR2 such that

(a) There is no contact of infinite order between Ω and its tangents;

(b) There exists T0 > 0 such that every ray s ∈ [a, b] → ρ(s) ∈ Char(T ) such that
| t(ρ(b)) − t(ρ(a)) |> T0 satisfies that for some s0 ∈ [a, b] , ρ(s0) = (y, s0, η, τ) with y ∈ ∂Ω and
0 <| η |<| τ | νL.

Then, for any T > T0, there exists a constant C > 0 such that

‖ ϕ0 ‖2
(L2(Ω))3

+ ‖ ϕ1 ‖2
(H−1(Ω))3

≤ C

[∫ T

0
‖ divϕ ‖2

H−1(Ω) dt+ ||K(ϕ0, ϕ1)||2
(L2(Ω))3×(H−1(Ω))3

]
(18)

for every solution ϕ of the Lamé system (8) with K :
(
L2(Ω)

)3× (H−1(Ω)
)3 → (

L2(Ω)
)3× (H−1(Ω)

)3
a suitable linear and compact map.

Consequently, the set of eigenvalues γ2 of the Lamé system{
−µ∆ϕ− (λ+ µ)∇ divϕ = γ2ϕ in Ω

ϕ = 0 on ∂Ω
(19)

such that it exists a non-trivial eigenfunction ϕ with divϕ ≡ 0 in Ω, is finite
If we further assume that Ω satisfies condition (C), then (9) holds for solutions of Lamé’s system (8)

and the energy of solutions of the linear system of thermoelasticity (1) decays exponentially uniformly
to zero as t→∞.
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Remark 2.1 The assumption (b) of Theorem 2.1 guarantees that every transversal ray of sufficiently
large length intersects the boundary in the region L in which transversal and longitudinal waves are
strongly coupled. This guarantees a uniform rate of transmission of energy from the transversal to the
longitudinal component of every solution of the Lamé system. This implies that, up to an additive
compact perturbation, the longitudinal component suffices to observe the total energy of solutions
(see (18)).

From (18) the fact that the number of eigenvalues of the Lamé system such that divϕ ≡ 0 holds is
finite follows by a classical compactness argument (see for instance J. Rauch and M. Taylor [RT] and
Appendixes I and II in J.-L. Lions [Li]). Under the assumption (C) this compact perturbation may
be removed from (2.7). Note however that, as indicated in the introduction, when Ω is a 2d smooth
simply connected domain and it is not a ball, from [B] it is known that the number of eigenvalues of
the Lamé system such that divϕ ≡ 0 is finite.

Remark 2.2 Under the assumptions (a) and (b) of Theorem 2.1 and without assuming that (C) holds
the following more general result may be proved.

Let us denote by F the finite dimensional subspace of
(
H1

0 (Ω)
)2 × (L2(Ω)

)2 × L2(Ω) constituted
by elements of the form (αϕ(x), βϕ(x), 0) with α, β ∈ IR and ϕ being an eigenfunction of the Lamé
system (18) such that divϕ ≡ 0 in Ω.

Then, there exist C > 0 and ω > 0 such that

dist ((u(t), ut(t), θ(t)), F ) ≤ Ce−ωtE(0) , ∀t > 0 (20)

for every solution of (1).
In (20) dist denotes the distance in the energy space

(
H1

0 (Ω)
)2×(L2(Ω)

)2×L2(Ω). In other words,
(20) guarantees the uniform exponential decay of the projection of solutions of (1) into the orthogonal
complement of F .

If, as we have done in the statement of Theorem 2.1, we assume also that (C) holds, F = {0} and
therefore (20) is equivalent to (6).

Remark 2.3 Observe that the assumption (b) of Theorem 2.1 is of open nature. Therefore if (b) holds
for Ω, it also holds for small perturbations of Ω, for instance, of the form Ω+a = {y = x+a(x) ∈ IRn :
x ∈ Ω} with a ∈ C3(Ω, IRn) small enough in the C3 norm. On the other hand, as we have mentioned
in the introduction, (C) holds as soon as the eigenvalues of the Laplacian are simple, and therefore
(C) is a generic property of smooth domains.

Consequently, if (a) and (b) hold there exists a domain Ω̃, arbitrarily close to Ω, such that the
solutions of the linear system of thermoelasticity (1) in Ω̃ decay exponentially uniformly to zero as
t→∞.

Remark 2.4 Assume that the domain Ω is such that, as in Figure 3, there exist T0, α > 0 and
β ∈ (0, 1) so that for every transversal ray s ∈ [a, b] → ρ(s) ∈ Char(T ) such that |t(ρ(b))−t(ρ(a))| > T0,
there exists s0 ∈ [a, b] such that ρ(s0) = (y, t, η, τ) with y ∈ ∂Ω satisfying

0 < α <| η |<| τ | (1− β) νT . (21)
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Then, if the Lamé constants λ, µ > 0 are such that
√
λ+ 2µ
√
µ

(1− β) ≤ 1 (22)

it also follows that
0 < α <| η |<| τ | νL

and therefore the assumption (b) of Theorem 2.1 is satisfied.
In view of the remarks above this implies that the uniform decay of solutions of (1) holds for the

values of the Lamé constants as in (22) by possibly doing an arbitrarily small perturbation in Ω so
that (C) holds. Note that condition (22) is equivalent to assuming that λ/µ is sufficiently close to
−1. This requires λ to be negative. Along this paper, for simplicity, we have assumed that λ, µ > 0.
However, all the results hold if λ+µ > 0 and µ > 0. In this larger class one can find Lamé coefficients
µ > 0 and λ > −µ with λ+ µ sufficiently small such that (22) holds. Note that λ+ µ > 0 and µ > 0
implies that λ + 2µ > µ or, equivalently, cL > cT which is essential for the obtention of our results.

Remark 2.5 Condition (b) is not sufficient in three space dimensions. Indeed, as we will see in
section 5.2 when n = 3 transversal rays that allways remain in the region 0 <| η |<| τ | νL may led
to a sequence of solutions of the Lamé system satisfying (17) due to critical polarization. A sharp
sufficient condition for the uniform decay to hold will be stated without proof in section 6.2 below.

The proof of Theorem 2.1 combines the techniques developed in [BLR] for the study of the observ-
ability of the classical scalar wave equation and the analysis of the interaction between the transversal
and the longitudinal components of solutions of the Lamé system.

The rest of the paper is organized as follows. In section 3 we prove Theorem 1.1. This reduces
the decay problem to the analysis of the Lamé system (8). In section 4 we introduce some basic
definitions and results related to the propagation of singularities. In section 5 we prove Theorem 1.2
on the non-uniform decay and a refined 3-d version. In section 6 we prove Theorem 2.1 that provides
a sufficient condition for the uniform decay in two space dimensions and indicate without proof what
the corresponding 3-d result should be. In section 7 we prove the polynomial decay rate in 2-d.
Finally, in section 8, we discuss some controllability and spectral problems. We prove in particular
that, under the assumptions of Theorem 1.2, the Lamé system is not exactly controllable with curl-free
volume forces acting on the whole domain Ω and we derive some results on the finiteness of the set
of eigenvalues of the Lamé system with divergence free eigenfunctions in 2-d. In two Appendixes we
give the proofs of some technical results stated without proof in previous sections.

3 Reduction to the analysis of the Lamé system

3.1 Uniform decay

First of all, following the decoupling method introduced in [HLP], we introduce the decoupled system
of thermoelasticity

utt − µ∆u− (λ+ µ)∇ divu+ αβPut = 0 in Ω× (0,∞)
θt −∆θ + β divut = 0 in Ω× (0,∞)
u = 0, θ = 0 on ∂Ω× (0,∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x) in Ω,

(23)
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where P ∈ L
((
L2(Ω)

)3
,
(
L2(Ω)

)3) is the orthogonal projection from
(
L2(Ω)

)3 into the closed subspace
H =

{
∇ϕ : ϕ ∈ H1

0 (Ω)
}
.

Observe that Pu = ∇ϕ if and only if{
−∆ϕ = −divu in Ω

ϕ = 0 on ∂Ω.
(24)

It is clear that∫
Ω
Pu · udx =

∫
Ω
∇ϕ · udx = −

∫
Ω
ϕdivudx =

∫
Ω
| ∇ϕ |2 dx ∼‖ divu ‖2

H−1(Ω) . (25)

Therefore P in (23) plays the role of a damping term acting on the system of wave equations satisfied
by u but, in principle, the damping mechanism is only effective on the longitudinal component divut
of the velocity field ut.

System (23) is decoupled in the sense that the displacement u satisfies a damped Lamé system
utt − µ∆u− (λ+ µ)∇ divu+ αβPut = 0 in Ω× (0,∞)
u = 0 on ∂Ω× (0,∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x) in Ω.

(26)

Once the solution u of (26) is computed one can obtain the temperature θ by solving the heat equation
θt −∆θ = −β divut in Ω× (0,∞)
θ = 0 on ∂Ω× (0,∞)
θ(x, 0) = θ0(x) in Ω.

(27)

The decoupled system (23) is also well-posed in H. Let us denote by {S(t)}t≥0 and {Sd(t)}t≥0 the
semigroups generated by the original system (1) and the decoupled system (23) respectively.

The following result holds (see [HLP] and [Z1] for the details of the proof):

Lemma 3.1 For any 0 < T < ∞ the difference of the two semigroups S(t) − Sd(t) is compact from
H into C([0, T ];H). In order words, for any bounded set B of H the set of trajectories{

[S(t)− Sd(t)] (u0, u1, θ0) : (u0, u1, θ0) ∈ B
}

is relatively compact in C([0, T ];H).

This compact decoupling result plays a crucial role in the proof of Theorem 1.1.
We divide the proof of Theorem 1.1 in two parts.

Part 1. First we prove that (9) guarantees the exponential decay of solutions of (1).
Indeed, from (9) it is immediate to see that

‖ ϕ0 ‖2
(H1

0 (Ω))n + ‖ ϕ1 ‖2
(L2(Ω))n ≤ C

∫ T

0
‖ divϕt ‖2

H−1(Ω) dt

≤ C

∫ T

0

∫
Ω
Pϕt · ϕtdxdt (28)
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holds true for the same time T and a different positive constant C > 0 for every solution ϕ of the
Lamé system (8). To deduce (28) it is sufficient to apply (9) to ψ = ϕt that also solves (8) and to
observe that

‖ ψ(0) ‖2
(L2(Ω))n + ‖ ψt(0) ‖2

(H−1(Ω))n=‖ ϕ1 ‖2
(L2(Ω))n + ‖ µ∆ϕ0 + (λ+ µ)∇ divϕ0 ‖2

(H−1(Ω))n

∼‖ ϕ0 ‖2
(H1

0 (Ω))n + ‖ ϕ1 ‖2
(L2(Ω))n .

From (28) it is easy to see that there exists C > 0 such that

Eu(0) ≤ C

∫ T

0

∫
Ω
Put · utdxdt (29)

for every solution of the damped Lamé system (26) with

Eu(0) =
1
2

∫
Ω

[
| ut(x, t) |2 +µ | ∇u(x, t) |2 +(λ+ µ) | divu(x, t) |2

]
dx. (30)

Indeed, the solution u of (26) can be decomposed as u = ϕ+ η where ϕ solves (8) with initial data
(u0, u1) and η solves

ηtt − µ∆η − (λ+ µ)∇ div η = −αβPut in Ω× (0, T )
η = 0 on ∂Ω× (0, T )
η(0) = ηt(0) = 0.

(31)

From (28) it follows that

Eu(0) ≤ C

∫ T

0
‖ divϕt ‖2

H−1(Ω) dt ≤ C

∫ T

0

[
‖ divut ‖2

H−1(Ω) + ‖ div ηt ‖2
H−1(Ω)

]
dt

≤ C

∫ T

0

∫
Ω
Put · utdxdt+ C

∫ T

0

∫
Ω
| ηt |2 dxdt.

(32)

On the other hand, classical energy estimates for the Lamé system (31) allow us to show that

‖ ηt ‖2
L2(Ω×(0,T ))≤ C ‖ Put ‖2

L2(Ω×(0,T )) .

But in view of (25) we also have

‖ Put ‖2
L2(Ω×(0,T ))∼

∫ T

0

∫
Ω
Put · utdxdt.

Therefore, from (32) it follows that (29) holds.
From (29) and the semigroup property applied to the damped Lamé system (14) it follows that

there exists C > 0 and ω > 0 such that

Eu(t) ≤ Ce−ωtEu(0), ∀t > 0 (33)

for every solution of (26) since
dEu(t)
dt

= −αβ
∫
Ω
Put · utdx.
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Let us consider now the energy Eθ corresponding to the temperature:

Eθ(t) =
α

2β

∫
Ω
θ2(x, t)dx. (34)

We have
dEθ(t)
dt

= −α
β

∫
Ω
| ∇θ(x, t) |2 dx+ α

∫
Ω
ut · ∇θdx

≤ − α

2β

∫
Ω
| ∇θ(x, t) |2 dx+

αβ

2

∫
Ω
u2
tdx

≤ − α

2β

∫
Ω
| ∇θ(x, t) |2 dx+ CEu(t).

(35)

Applying Poincaré’s and Gronwal’s inequalities in (35) and the fact that the energy Eu decays
exponentially we deduce that

Eθ(t) ≤ Ce−ωt [Eu(0) + Eθ(0)] (36)

with, possibly, a different decay rate ω.
Combining (35) and (36) we deduce that (6) holds for the solutions of the decoupled system (23).

As a consequence of (6) for (23) we deduce the existence of T > 0 and 0 < γ < 1 such that

E(T ) ≤ γE(0) (37)

for every solution of (23).
In view of Lemma 3.1 this implies the existence of a compact linear map K : H → H such that

E(T ) ≤ γE(0) + ||K(u0, u1, θ0)||2H (38)

for every solution of the original system (1).
Combining (3) and (38) we deduce the existence of C > 0 such that

E(0) ≤ C

[∫ T

0

∫
Ω
| ∇θ |2 dxdt+ ||K(u0, u1, θ0)||2H

]
. (39)

We claim that there exists C > 0 such that

||K(u0, u1, θ0)||2H ≤ C

∫ T

0

∫
Ω
| ∇θ |2 dxdt (40)

for every solution of (1).
Let us assume for the moment that (40) holds. Then, combining (39) and (40) we get

E(0) ≤ C

∫ T

0

∫
Ω
| ∇θ |2 dxdt (41)

for every solution of (1). Thus in view of the semigroup property, (3) and (41) it follows that (6) holds
for the original system (1).

Let us finally check that (40) holds.
Arguing by contradiction and using the compactness of K : H → H, the proof of (40) can be

reduced to show that the unique solution of (1) such that ∇θ = 0 in Ω× (0, T ) is identically zero, i.e.

ϑT =
{
(u0, u1, θ0) ∈ H : the solution of (1) satisfies ∇θ = 0 in Ω× (0, T )

}
≡ 0. (42)
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Indeed, this is a classical argument. Let us recall the main steps. First of all, (39) and the
compactness of K allows to show that ϑT is finite-dimensional (see Appendixes I and II in [Li]). But
ϑT decreases with T , so one can select T1 > 0 such that ϑT does not depend on T > T1. For T > T1

and w ∈ ϑT , one has w(t + ε, ·) ∈ ϑT for ε > 0 so that d/dt maps ϑT into itself. If ϑT 6= 0, by
selecting an eigenfunction of d/dt on ϑT , we conclude the existence of an element (u0, u1, θ0) ∈ ϑ such
that the corresponding solution (u, θ) of (1) is of the form (u, θ) = eλt (ϕ(x), η(x)) for some λ ∈ CI and
(ϕ, η) ∈

(
H1

0 (Ω)
)n × L2(Ω).

However, since ∇θ = 0 in Ω × (0, T ) and θ vanishes on the lateral boundary we conclude that
η ≡ 0 and then divϕ ≡ 0 and ϕ ∈

(
H1

0 (Ω)
)n solves (5) with γ = −λ2 /µ . Since Ω has been assumed

to be such that the generic property (C) holds, this implies that ϕ ≡ 0 too and therefore we are led
to a contradiction.

Part 2. Let us see now that the uniform decay of solutions of (1) implies (9).
In view of the uniform decay (6) of the solutions of (1) we deduce the existence of constants C > 0

and T > 0 such that (41) holds for every solution of (1).
The compact decoupling result of Lemma 2.1 implies then that (38) holds with 0 < γ < 1 and K

as above.
Taking θ0 ≡ 0 we deduce, in particular, that

Eu(T ) ≤ γEu(0) + ||K(u0, u1)||2H (43)

for every solution u of the damped Lamé system (26) with K : H =
(
H1

0 (Ω)
)n× (L2(Ω)

)n → H linear
and compact.

On the other hand (43) implies the existence of T > 0 and C > 0 such that

Eu(0) ≤ C

[∫ T

0

∫
Ω
Put · utdxdt+ ||K(u0, u1)||2H

]
(44)

for every solution of (26).
Using the decomposition u = ϕ+ η of Part 1 of the proof we conclude that

‖ (ϕ0, ϕ1) ‖2
(H1

0 (Ω))n×(L2(Ω))n≤ C

[∫ T

0
‖ divϕt ‖2

H−1(Ω) dt+ ||K(u0, u1)||2H

]
(45)

for every solution of the Lamé system (8).
Finally we show the existence of C > 0 such that

||K(u0, u1)||2H ≤ C

∫ T

0
‖ divϕt ‖2

H−1(Ω) dt (46)

by the same argument used in Part 1 to prove (40) and always under the assumption that Ω verifies
the condition (C).

This concludes the proof of (28) for solutions of (8). It is then easy to see that (9) holds too. Given

ϕ solution of (8) with data (ϕ0, ϕ1) ∈
(
L2(Ω)

)n × (H−1(Ω)
)n we set ψ(x, t) =

∫ T

0
ϕ(x, t) + χ(x) with

χ ∈
(
H1

0 (Ω)
)n such that {

−µ∆χ− (λ+ µ)∇ divχ = ϕ1 in Ω
χ = 0 on ∂Ω.

(47)

15



Then ψ solves (8) with initial data (χ, ϕ0). Applying (28) to ψ and taking into account that ψt = ϕ
we see that

‖ χ ‖2
(H1

0 (Ω))n + ‖ ϕ0 ‖2
(L2(Ω))n≤ C

∫ T

0
‖ divϕ ‖2

H−1(Ω) dt

and this is equivalent to (9) since the norms ‖ χ ‖(H1
0 (Ω))n and ‖ ϕ1 ‖(H−1(Ω))n are equivalent.

3.2 Polynomial decay

As we shall see in section 7, for most smooth 2-d domains, although an inequality of the form (9)
might possibly not hold, the following holds true

‖ ϕ0 ‖2
(L2(Ω))2 + ‖ ϕ1 ‖2

H−1(Ω))2≤ C

∫ T

0
‖ divϕ ‖2

L2(Ω) dt, (48)

for all solution of the Lamé system.
Note that on the right hand side of (48) we introduce an extra derivative with respect to (9). This

means that the total energy of solutions may be estimated in terms of the energy of solutions of one
more degree of regularity concentrated on the longitudinal component.

In fact, as we shall see, the only obstruction for (48) to hold is the fact that (C) has to be assumed.
Roughly speaking, when (48) holds, solutions of the 2-d system of thermoelasticity decay polyno-

mially provided the data are smooth enough.
In addition to the energy space H we introduce the domain D of the generator of the semigroup

S(t) associated to (1):

D =
(
H2 ∩H1

0 (Ω)
)2
×
(
H1

0 (Ω)
)2
×
(
H2 ∩H1

0 (Ω)
)
, (49)

endowed with the natural norm. We also introduce the space V , dual of D with respect to the pivot
space H. It then follows that∥∥∥S(t)

(
u0, u1, θ0

)∥∥∥
D
≤
∥∥∥(u0, u1, θ0

)∥∥∥
D
, ∀t > 0 (50)

for all
(
u0, u1, θ0

)
∈ D and also,∥∥∥(u0, u1, u0

)∥∥∥2

H
≤
∥∥∥(u0, u1, θ0

)∥∥∥
D

∥∥∥(u0, u1, θ0
)∥∥∥

V
,∀
(
u0, u1, θ0

)
∈ D. (51)

As we shall see in section 7, for most 2d domains the following holds∣∣∣∣∣∣∣
There exist T and C > 0 such that∥∥S(T )

(
u0, u1, θ0

)∥∥2
V ≤ C

[∥∥(u0, u1, θ0
)∥∥2
H −

∥∥S(T )
(
u0, u1, θ0

)∥∥2
H

]
for all

(
u0, u1, θ0

)
∈ H.

(52)

The following result shows that (3.30) suffices to obtain an explicit polynomial decay rate for
smooth solutions of (1):
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Theorem 3.1 Let Ω be a bounded smooth domain of IR2 such that (3.30) holds for some T > 0.
Then, there exists C > 0 such that

E(t) ≤ C

t
‖
(
u0, u1, θ0

)
‖2
D ,∀t > 0 (53)

for every solution of (1) with initial data in the domain

D =
(
H2 ∩H1

0 (Ω)
)2
×
(
H1

0 (Ω)
)2
×
(
H2 ∩H1

0 (Ω)
)
.

Proof of Theorem 3.1 Let us introduce the sequence of positive numbers

αn =
∥∥∥S(nT )

(
u0, u1, θ0

)∥∥∥2

H
.

In view of (3.30) we have

αn − αn+1 ≥
1
C

∥∥∥S ((n+ 1)T )
(
u0, u1, θ0

)∥∥∥2

V

which combined with (3.28)-(3.29) gives

αn − αn+1 ≥
α2
n+1

C ‖S ((n+ 1)T ) (u0, u1, θ0)‖2
D

≥
α2
n+1

C ‖(u0, u1, θ0)‖2
D

,∀n ≥ 1. (54)

Without loss of generality we may assume that
∥∥(u0, u1, θ0

)∥∥
D = 1. Then, (3.32) becomes{

αn+1 +
α2

n+1

C ≤ αn,∀n ≥ 1
α1 ≤ 1.

It is then easy to see that αn ≤ βn for all n ≥ 1 where βn solves{
βn+1 +

β2
n+1

C = βn,∀n ≥ 1
β1 = 1

that clearly verifies βn ≤ C ′/n, for some C ′ > 0 and all n ≥ 1.

Let us now analyze condition (3.30). The following holds:

Lemma 3.2 Assume that Ω satisfies condition (C) and that there exists T > 0 such that{
If (u, θ) solves (1) and θ ∈ L2

(
0, T ;H1

0 (Ω)
)
, then

u ∈ L2 (Ω× (0, T )) .
(55)

Then, (3.30) holds.
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Proof. We introduce the following Hilbert spaces of solutions (u, θ) ∈ (D′(Ω× (0, T )))3 of (1):

F T0 =
{
(u, θ) ∈

(
D′(Ω× (0, T ))

)3 : (u, θ) satisfy (1) and (56)

(u, θ) ∈
(
H−1(Ω× (0, T ))

)3
}

;

F T1 =
{
(u, θ) ∈ F T0 : ∇θ ∈ L2 (Ω× (0, T ))

}
; (57)

GT = F T1 ∩
{
u ∈

(
L2(Ω× (0, T ))

)3
}
, (58)

endowed with their natural norms.
In view of the assumption (3.33) the range of the embedding F T1 ↪→ F T0 is included in GT . Thus

GT = F T1 and by the closed graph Theorem there exists C > 0 such that

‖(u, θ)‖GT ≤ C ‖(u, θ)‖FT
1
,∀(u, θ) ∈ F T1 . (59)

Let us now introduce the following subspace of GT :

NT =
{
(u, θ) ∈ GT : θ ≡ 0

}
, (60)

i.e. the subspace of solutions of (1) with null temperature.
Inequality (3.37) and the compactness of the embedding L2 ↪→ H−1 imply that NT is finite-

dimensional. Since NT decreases as T increases we deduce the existence of some T0 > 0 such that NT

is independent of T for all T ≥ T0, i.e. NT = N for all T > T0. Clearly

N =
{
(u, θ) : (u, θ) solves (1), θ ≡ 0 and u ∈ L2

loc

(
0,∞;L2(Ω)

)}
.

Developping solutions (u, θ) ∈ N of (1) in Fourier series and using the fact that

lim
T→∞

1
T

∫ T

0
eiλte−iµtdt = 0 if λ 6= µ

it is then easy to see that condition (C) implies that N = {0}.
Therefore, for T > 0 large enough NT = {0}. This fact combined with (3.36) allows us to prove

by a classical compactness-uniqueness argument that for T > 0 large enough there exists C > 0 such
that

‖ u ‖2
(L2(Ω×(0,T )))2

≤ C

∫ T

0

∫
Ω
| ∇θ |2 dxdt,

for all solution (u, θ) of (1).
Taking into account that∥∥∥(u0, u1, θ0

)∥∥∥2

H
−
∥∥∥S(T )

(
u0, u1, θ0

)∥∥∥2

H
=
α

β

∫ T

0

∫
Ω
| ∇θ |2 dxdt

and that the projection of V over the first two components (u, ut) of the unknown coincides with(
L2(Ω)

)2 × (H−1(Ω)
)2 we deduce that (3.30) holds.
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The following Lemma provides a sufficient condition for (3.33) to hold:

Lemma 3.3 Let us assume that Ω is such that there exists T > 0 such that{
Every solution ϕ of the Lamé system (8) such that
divϕ ∈ L2 (Ω× (0, T )) satisfies ϕ ∈

(
L2(Ω× (0, T ))

)2
.

(61)

Then (3.33) holds.

Remark 3.1 Lemmas 3.2 and 3.3 show that in order to obtain the polynomial decay rate (3.31) it
suffices to check that (3.39) holds for the Lamé system and to assume that the spectral condition (C)
holds.

As we have seen in the proof of Lemma 3.2, according to Lemma 3.3 and even if (C) does not
hold, one can prove that the number of eigenvalues for which (C) fails is finite as soon as (3.39) holds.
Consequently one deduces that

dist ((u(t), ut(t), θ(t)) , F ) ≤ C

t

∥∥∥(u0, u1, θ0
)∥∥∥2

D

for all
(
u0, u1, θ0

)
∈ D, where F denotes the subspace of solutions (u, θ) = (u, 0) of (1) such that u

belongs to the subspace generated by the eigenfunctions that do not fulfill (C).

Proof of Lemma 3.3.
We shall prove that if (3.39) holds true with T − ε (ε > 0), (3.33) holds trues for T .
We decompose the elastic component u of the solution (u, θ) of (1) as u = v + w where

wtt − µ∆w − (λ+ µ)∇ divw = −α∇θ in Ω× (0, T )
w = 0 on ∂Ω× (0, T )
w(0) = wt(0) = 0 in Ω

(62)

and 
vtt − µ∆v − (λ+ µ)∇ div v = 0 in Ω× (0, T )
v = 0 on ∂Ω× (0, T )
v(0) = u0, vt(0) = u1 in Ω.

(63)

Observe that the heat equation satisfied by θ can also be written as

∂t [div v + θ/β + divw] = ∆θ/β in Ω× (0, T ). (64)

First we note that ∇θ ∈
(
L2(Ω× (0, T ))

)2 automatically implies that w ∈
(
H1(Ω× (0, T ))

)2.
In view of the structure of the system (3.41) we deduce that WFb(v) ⊂ Char, where Char de-

notes the characteristic manifold of the Lamé system (see section 4 below for the definition and
basic properties). Therefore WFb(div v) ⊂ Char as well. Notice that div v solves the wave equation(
∂2
t − c2L∆

)
(div v) = 0. Therefore, the fact that WFb(div) ⊂ Char when x ∈ Ω is trivial. However,

since the boundary conditions that div v satisfies are unknown, the fact that WFb(div) ⊂ Char, does
indeed provide some information when y ∈ ∂Ω.

Let J = [ε/2, T − ε/2], CharJ = Char∩{t ∈ J}. In view of the fact that WFb(div(v)) ⊂ Char,one
has div(v) ∈ L2(Ω× (0, T )) if div(v) ∈ L2

ρ microlocally for every ρ ∈ CharJ . Taking into account that
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∂t is elliptic over Char the latter is equivalent to ∂t(div(v)) ∈ H−1
ρ for all ρ ∈ CharJ . But this can be

easily derived from (3.42) taking into account that θ ∈ L2
(
0, T ;H1

0 (Ω)
)

and w ∈ H1(Ω× (0, T )).
We have proved that div v ∈ L2(Ω × (0, T )). In view of (3.39) we deduce that v ∈

(
L2(Ω× J)

)2
which implies by equation (3.41) v ∈

(
L2(Ω× (0, T ))

)2. Since on the other hand w ∈
(
H1(Ω× (0, T ))

)2,
we deduce that u = v + w ∈

(
L2(Ω× (0, T ))

)2. Thus (3.33) holds.

4 Preliminaries on geometry and the propagation of singularities

In this section we recall concepts and properties related to the propagation of singularities. We also
state the basic result (Theorem 4.1) that will be used in section 6. We refer to Appendix B for a
proof. In order to state a sharp result in dimension n = 3 (see Theorem 5.1 and Conjecture 6.2), we
also introduce the notion of polarization in the 3-d system of elasticity.

Let u be a solution of{
utt − µ∆u− (λ+ µ)∇ divu = 0 in Ω× IR
u = 0 on ∂Ω× IR.

(65)

Let us first recall that given a point ρ ∈ T ∗(Ω × IR) we say that u ∈ Hs
ρ if and only if Au ∈ L2

for a pseudo-differential operator of order s which is elliptic at ρ. When ρ ∈ T ∗(∂Ω × IR) lies on the
boundary, A has to be replaced by a pseudo-differential operator in the tangential directions. Similarly
WFb(u) is defined by the condition: ρ 6∈ WFb(u) if and only if there exists A elliptic at ρ such that
Au ∈ C∞. By classical results on boundary value problems, we have for any solution of (4.1):

WFb(u) ⊂ Char (66)

where Char is the characteristic manifold of the Lamé system defined in section 2.1.
If moreover, u satisfies the additional condition

divu ∈ L2
loc(IR;L2(Ω)) (67)

then one has
u ∈ H1

ρ for any ρ 6∈ CharT (68)

where CharT is the transversal characteristic manifold defined in section 2.1.
In view of (4.4), the study of the H1-regularity of solutions of equations (4.1)-(4.3) is reduced

to the H1
ρ -regularity on Char(T ). The following propagation Theorem holds. It will be proved in

Appendix B:

Theorem 4.1 Assume that Ω is a C∞ domain of IRn with n = 2 or 3 which does not have contacts
of infinite order with its boundary.

Let u be a solution of (4.1),(4.3) and let s→ γ(s) be a transversal bicharacteristic ray.
Then u ∈ H1

ρ(s1) if and only if u ∈ H1
ρ(s2) for any s1, s2.

Let us recall that the set L that couples strongly the longitudinal and transversal waves is defined
by

L = {(y, t, η, τ) : y ∈ ∂Ω , 0 <| η |≤| τ | νL} .
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As we shall see in the proof of Theorem 6.1 of uniform decay in two space dimensions, one has u ∈ H1
ρ

for any ρ in the interior of L for any solution of (4.1),(4.3) in two space dimension, and so in that
case, Theorem 4.1 is sufficient to understand the global H1 regularity of u. However when n = 3,
the scalar condition divu ∈ L2 gives only an information on the polarization of the vector field u at
points ρ in the interior of L. We recall that the propagation and reflection of C∞-polarization for
solutions of systems with scalar principal part has been studied by N. Dencker [De] and C. Gérard
[G], but to our knowledge, no general result extending Theorem 4.1 on propagation of the polarization
along bicharacteristic rays is known near points where the ray is tangent to the boundary. Thus, we
restrict ourself to the description of the geometry of the propagation in order to state Theorem 5.2
and Conjecture 6.2.

Given ρ ∈ Char(T ) such that x(ρ) ∈ Ω and e ∈ CI3, we say that u ∈ H1
ρ,e if there exists a vectorial

pseudo-differential operator A = (A1, A2, A3) of order 1 with symbol σ(A) such that A · u ∈ L2
ρ and

e ∈ (ker(σ(A)(ρ)))⊥ = CIσ(A)(ρ). In this case we say that the vector field u is polarized perpendicularly
with respect to e.

For example the condition (4.3) implies that u ∈ H1
ρ,ξ(ρ).

When ρ = (y, t, η, τ), y ∈ ∂Ω, |η| < νT |τ | is an hyperbolic point of the boundary, and under the
condition Au ∈ L2

ρ, with A = A1 + A0∂n where the Aj are tangential pseudodifferential operators
of order j, we will write u ∈ H1

ρ±,e± with ρ± = (y, t, ξ±, τ), ξ± = (η,±
√
νT τ2 − η2) and e± ∈

(Kerσ(A)(ρ±))⊥. Due to the fact that we always have u ∈ H1
ρ,ξ(ρ) by condition (4.3), we restrict

ourself to the study of the polarization in directions lying in the plane πρ orthogonal to ξ(ρ).
When ρ = (y, t, η, τ) is in the interior of L, and for u solution of (4.1), (4.3), the algebraic study

of the system (5.26) gives the property
u ∈ H1

ρ±,e± (69)

where e± are the directions perpendicular to ξ±(ρ) in the plane (ξ±,−→n (ρ)). In other words, for ρ in
the interior of L the condition (4.3) implies that the vector field u is polarized in the direction tangent
to the boundary and perpendicular to the propagation, i. e. in the direction π+

ρ ∪ π−ρ , where π±ρ are
the planes orthogonal to ξ±(ρ).

We shall now describe the geometric law of evolution of the polarization along a characteristic ray
s→ ρ(s) which is used in the statement of Theorem 5.2 and Conjecture 6.2.

1.- When x(ρ(s)) ∈ Ω, then the polarization e(s) remains constant, due to the fact that (4.1) is a
constant coefficient equation.

2.- When ρ(s) = (y, t, 0, τ), with y ∈ ∂Ω is a point of perpendicular reflection, the polarization e
is preserved by reflection.

3.- When ρ(s) = (y, t, 0, τ), with νL|τ | < |η| < νT |τ | is a point of transversal reflection with ρ(s)
outside the interior of L, let γ± be the two half-bicharacteristics issued from ρ±. We can choose
coordinates so that

η =

(
ξ1
0

)
, ξ± =

 ξ1
0
±ξ3


with ξ23 + ξ21 = ν2

T τ
2. Let δ be the solution of δ2 + η2 = ν2

Lτ
2 with Imδ ≥ 0. Then if u is polarized

perpendicularly to e− on γ−, u is polarized perpendicularly to e+ on γ+ where e± are perpendicular
to the planes (ξ±, v±) with

v− =

 ξ3a
−

b
ξ1a

−

 , v+ =

 −ξ3a+

b
ξ1a

+


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are related by the equation a+(ξ21 + ξ3δ) = a−(ξ21 − ξ3δ) (this law of reflection is a consequence of
formula (5.30)).

4.- When ρ(s) is a tangent point of the boundary, the polarization is continuous at ρ(s).
5.- Finally on intervals where the ray lives on the boundary, the polarization direction evolves as

follows
e(s) = α−→n (s) + β

−→
b (s)

where α evolves according to the equation α̇ = ik
√

1− ν2
L/ν

2
T , k being the geodesic curvature, β is

constant and −→
b (s) = −→

t (s) ∧ −→n (s),−→t (s) being the tangent vector to the geodesic in the boundary
s→ x(s) ∈ ∂Ω.

Remark 4.1 In Theorem 5.2, we will only use rays which intersect the boundary at points ρ =
(y, t, η, τ) where |η|2 6= νL|τ | and |η| 6= νT |τ |, so the analysis of system (5.26) will be sufficient to take
care of the polarization. Notice however that to prove the Conjecture 6.2 one needs a suitable definition
of the polarization at points tangent to the boundary and a propagation statement compatible with
the law given by the description above.

5 Proof of the non-uniform decay

This section is devoted to prove Theorem 1.2. In view of Theorem 1.1 it is sufficient to consider the
Lamé system 

ϕtt − µ∆ϕ− (λ+ µ)∇ divϕ = 0 in Ω× (0,∞)
ϕ = 0 on ∂Ω× (0,∞)
ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x) in Ω

(70)

and to show that there is no C > 0 and T > 0 such that

‖ ϕ0 ‖2
(L2(Ω))3

+ ‖ ϕ1 ‖2
(H−1(Ω))3

≤ C

∫ T

0
‖ divϕ ‖2

H−1(Ω) dt (71)

holds for every solution of (70).
The proof of the fact that (71) does not hold is inspired by the, by now classical, construction of

gaussian beams by J. Ralston [R1,2]. Roughly speaking, by a geometric optics construction we will
exhibit the existence of a family of solutions of Lamé’s system (70) with most of its energy concentrated
on its transversal component.

First of all we recall some basic issues related to this construction of geometric optics.

5.1 Preliminaries on geometric optics with complex phase

Let Ω be a bounded smooth domain of IRn with boundary S = ∂Ω of class C∞. In a neighborhood
of a given x0 ∈ S we denote by x = (x′, xn) the system of normal geodesic coordinates where x′ ∈ S
and xn ∈ IR are characterized by

| xn |= dist(x,S); Ω = {xn > 0} ; dist(x′, x) = dist(x,S).

In this system of coordinates the metric on T ∗IRn takes the form ξ2n+ g(xn, x′, ξ′) where g(0, x′, ξ′) =‖
ξ′ ‖2

X′ is, by definition, the induced metric over S.
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Let ϕ = ϕ(t, x′) be a C∞ function with values in CI, defined near (t0, x′0) ∈ IR× S and satisfying{
Im ϕ ≥ 0, Im ϕ(t0, x′0) = 0
Im ∇2ϕ(t0, x′0) > 0; dϕ(t0, x′0) 6= 0

(72)

where ∇2 and d denote the Hessian and the gradient in the coordinates (t, x′) ∈ IR × S. In (4.3) by
Im∇2ϕ > 0 we mean that the Hessian matrix is positive definite.

In view of (5.3) it follows that Imdϕ(t0, x′0) = 0. Thus, we set

Re dϕ(t0, x′0) = dϕ(t0, x′0) =
(
τ0, ξ

′
0

)
6= 0. (73)

When F is a closed set we denote by S(F ) the set of symbols a(y, k) =
∑j0
j=1 aj(y)k

−j with j0 <∞
such that aj is of C∞−class in a neighborhood of F for each j = 1, · · · , j0.

We want to solve, in an approximate way, the system{ (
∂2
t − c2∆

) (
eikψσ

)
= 0 in Ω× IR

ψ = ϕ, σ = a ∈ S(t0, x′0) on S × IR
(74)

in the following cases:

(i) The hyperbolic case :c ‖ ξ′0 ‖X′<| τ0 |;

(ii) The elliptic case : c ‖ ξ′0 ‖X′>| τ0 | .

Given N0 large enough (it will be clear from the construction that N0 = 2 suffices), given a closed
set F and a C∞ function f on a neighborhood of F , we say that f ∼ 0 in F if f vanishes at order
2N0 in F . On the other hand, given a symbol b =

∑j0
j=0 bjk

−j we write b ∼ 0 in F if bj vanishes at
order 2(N0 − j) in F for each j = 1, · · · , j0.

Hyperbolic case

In this case the equation ξ2n + g (0, x′0, ξ
′
0) = τ2

0 /c
2 has two real distinct roots. Let us choose one of

them, ξn, and denote x0 = (x′0, 0) ∈ IRn and ξ0 = (ξ′0, ξn) ∈ T ∗x0
IRn.

The null bicharacteristic of the operator ∂2
t − c2∆ passing through (t0, x0, τ0, ξ0) is given by{

(t, x(t), τ0, ξ0) ; x(t) = x0 − (t− t0)
τ0ξ0
| ξ0 |2

}
. (75)

We set F = {(t, x(t)) ; t ∈ IR}.
The following holds:

Proposition 5.1 There exists a C∞ function ψ = ψ(t, x) in a neighborhood of F such that{
ψ
∣∣∣IR×S − ϕ ∼ 0 in (t0, x′0)

(ψ′)2 − c2(∇ψ)2 ∼ 0 in F.
(76)

The development of ψ over F is given by
ψ(t, x) = ϕ(t0, x′0) + (x− x(t)) · ξ0 + q(t, x)
q(t, x(t)) ≡ 0,∇xq(t, x(t)) ≡ 0;
Im ∇2

xq(t, x(t)) > 0
(77)
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and [
det Im

(
∇2
t,x′ϕ

) (
t0, x

′
0

)]1/2
= c cos θ

(
det Im

(
∇2
xψ
)

(t0, x0)
)1/2

(78)

where θ denotes the angle between ξ0 and the normal to S at x0.
On the other hand, for every symbol a ∈ S (t0, x′0), there exists σ ∈ S(F ) such that

σ
∣∣∣S×IR − a ∼ 0 in (t0, x′0)(
∂2
t − c2∆

) (
eikψσ

)
= k2eikψr, with r ∼ 0 in F.

(79)

Moreover, given a C∞ function χ = χ(t, x) such that χ = 1 near F and with suppχ contained in
a small neighborhood of F , the sequence of functions

uk = χ(t, x)k−1+n/4eikψσ (80)

is exponentially concentrated near F and
∥∥(∂2

t − c2∆
)
uk
∥∥
H1([−T,T ]×IRn) → 0 as k →∞∫

IRn

[∣∣∣∣∂uk∂t
∣∣∣∣2 + c2 |∇uk|2

]
dx→ 2πn/2 | τ0 |2 |σ0 (t, x(t))|2

[
det Im∇2

xq (t, x(t))
]−1/2

.
(81)

By the energy identity it follows that

d

dt

[
| σ0 |2

[
det

(
Im∇2

xq
)]−1/2

(t, x(t))
]

= 0 (82)

where σ0 is the first term in the development of σ : σ = Σσjk−j

The elliptic case
In this case the equation ξ2n + g (0, x′0, ξ

′
0) = τ2

0
c2

has two complex roots ξ±n :

ξ+n = −ξ−n = i

√
‖ ξ′0 ‖2

X′0
−τ

2
0

c2
.

We set x0 = (x′0, 0) and F = {(t0, x0)}.
The following holds:

Proposition 5.2 There exists a C∞ function ψ = ψ(t, x) in a neighborhood of (t0, x0) such that ψ
∣∣∣IR×S − ϕ ∼ 0 in (t0, x0)

(ψt)2 − c2(∇xψ)2 ∼ 0 in (t0, x0).
(83)

In the system of normal geodesic coordinates we have

ψ(t, x′, xn) = ϕ(t, x′) + ξ+n xn +O
(∣∣xnx′∣∣+ |xnt|+ x2

n+ | x′ |3
)
. (84)

On the other hand, for every symbol a ∈ S(t0, x′0) there exists σ ∈ S(t0, x0) such that
σ
∣∣∣IR×S − a ∼ 0 in (t0, x′0)(
∂2
t − c2∆

) (
eikψσ

)
= k2eikψr, with r ∼ 0 in (t0, x0).

(85)
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Given χ = χ(t, x) a C∞c function such that χ ≡ 1 near (t0, x′0), the sequence

uk = χ(t, x)k−1+n/4eikψσ (86)

in view of (84) satisfies
∥∥(∂2

t − c2∆
)
uk |xn>0‖H1 → 0 as k →∞,

sup
t

∫
xn≥0

[∣∣∣∣∂uk∂t
∣∣∣∣2 + c2 |∇xuk|2

]
dx ≤ Ck−1 as k →∞.

(87)

Remark 5.1 Note that, in contrast with (81), (87) provides a polynomial decay rate for the energy.

For the proof of Propositions 5.1 and 5.2 we refer to J. Ralston [R2]. We recall that the construction
of the phase ψ and the symbol σ only involves the Taylor expansion on F and also that Im2∇2ϕ > 0
implies that there is no caustics in ψ in Proposition 5.1.

5.2 Non-uniform decay

Let us recall the definition given in section 2 of the region L ⊂ Char(T ) that couples strongly the
longitudinal and the transversal waves:

L = {(y, t, η, τ) : y ∈ ∂Ω, 0 <| η |≤| τ | νL} . (88)

Assume that Ω is as in Theorem 1.2 or, more generally, as described in section 2, let us assume that
for any T > 0 the assumption (HT ) holds, i.e. there exists a ray s ∈ [a, b] → ρ(s) ∈ Char(T ) without
contacts of infinite order with ∂Ω such that t(ρ(b)) − t(ρ(a)) > T and ρ(s) /∈ L for any s ∈ [a, b].
Under this assumption we are going to prove the existence of a family of solutions {ϕk} of the Lamé
system (5.1) such that ∥∥∥(ϕ0

k, ϕ
1
k

)∥∥∥
(L2(Ω))n×(H−1(Ω))n

= 1 , ∀k ∈ IN (89)∫ T

0
‖ divϕk ‖2

H−1(Ω) dt→ 0 , as k →∞. (90)

More precisely, the following holds:

Theorem 5.1 Assume that Ω is a C∞ domain of IRn with n = 2 or 3. Assume also that, given
T > 0, the condition (HT ) holds.

Then, there exists a sequence of solutions ϕk of (5.1) such that (89)-(90) holds.

Proof of Theorem 5.1.
To fix ideas we assume that n = 3.
First of all we observe that it suffices to construct, for any ε > 0, a C∞−function φ = φε such that

‖ φ ‖L2(Ω×(0,T ))≥ 1;
∥∥(∂2

t − µ∆− (λ+ µ)∇ div
)
φ
∥∥
L2(0,T ;H−1(Ω)) ≤ ε,

‖ φ ‖L2(∂Ω×(0,T ))≤ ε;
∫ T

0
‖ divφ ‖2

H−1(Ω) dt ≤ ε2.
(91)
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Indeed, if the sequence {φε} satisfying (91) exists it suffices to take as initial data for the Lamé
system (5.1): (

ϕ0
k, ϕ

1
k

)
= (φε(0), φε,t(0))

/
αε

with αε = ‖(φε(0), φε,t(0))‖(L2(Ω))3×(H−1(Ω))3 and ε = 1/k and ϕk the corresponding solution of (5.1).
One has αε ≥ c0 > 0, otherwise we would have that ||φε||L2(Ω×(0,T )) → 0 and this would contradict
the first statement in (5.22). It is then easy to see that (89)-(90) holds.

Indeed, ∫ T

0
‖ divϕk ‖2

H−1(Ω) dt ≤ 2

[
1

α2
1/kk

2
+
∫ T

0
‖ divwk ‖2

H−1(Ω)

]

≤ C

k2
+ C ‖ wk ‖2

L2(Ω×(0,T ))

where wk = ϕk −
φ1/k

α1/k
solves


[
∂2
t − µ∆− (λ+ µ)∇ div

]
wk = − 1

α1/k

[
∂2
t − µ∆− (λ+ µ)∇ div

]
φ1/k = fk in Ω× (0, T )

wk = −φ1/k

α1/k
= gk on ∂Ω× (0, T )

wk(0) = ∂twk(0) = 0 in Ω.

In view of the results of [Li] we know that

‖ wk ‖L∞(0,T ;L2(Ω))≤ C
[
‖ fk ‖L1(0,T ;H−1(Ω)) + ‖ gk ‖L2(∂Ω×(0,T ))

]
and the right hand side of this equality tends to zero as k →∞ due to (91).

Thus, let us focus on the construction of the sequence {φε}ε>0 satisfying (91).
Let s ∈ [a, b] → ρ(s) ∈ Char(T ) be a ray satisfying the hypothesis (HT ) above. Let J =

{s ∈ [a, b] : ρ(s) ∈ ∂Ω}. Clearly J is a closed set that can be split J = J⊥ ∪ J// where

J⊥ = {s : ρ(s) = (y, t, η, τ), y ∈ ∂Ω, η = 0} ;
J// = {s : ρ(s) = (y, t, η, τ), y ∈ ∂Ω, | η |>| τ | νL} .

The set J⊥ is finite. Indeed it corresponds to the points where the ray intersects the boundary
perpendicularly and the distance between two perpendicular reflections is bounded below by a positive
constant depending only on the geometry of Ω. Therefore J// is closed as well and there exists δ > 0
such that | η |≥| τ | (νL + δ) for every s ∈ J//.

Given ε > 0 and taking into account that every ray is the uniform limit of rays having only transver-
sal intersections with ∂Ω, there exists a ray ρ̃ : [a, b] → ρ̃(s) such that J̃ = {s ∈ [a, b] : ρ̃(s) ∈ ∂Ω} is
finite, J̃ = J̃⊥ ∪ J̃// with #

(
J̃⊥
)
≤ # (J⊥) and moreover:



t(ρ̃(a)) < 0; t(ρ̃(b)) > T , a, b /∈ J̃ ;

s ∈ J̃⊥ ⇒ |η (ρ̃(s))| ≤ ε2

s ∈ J̃// ⇒ |τ (ρ̃(s))| (νL + δ/2) ≤ |η (ρ̃(s))| ≤ |τ (ρ̃(s))|
(
νT − ε2

)
s ∈ J̃⊥, s′ ∈ J̃// ⇒| s− s′ |≥ 1

2 dist
(
J⊥, J//

)
> 0.

(92)
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Note that, at this level we have used the fact that the ray has not contacts of infinite order with ∂Ω.
Let N = N(ε) = #

(
J̃
)
. Then J̃ = {s1, · · · , sN} with a = s0 < s1 < · · · < sN < b = sN+1 and

let Fj be the segment in Ω × IR projection over (t, x) of {ρ̃(s) : s ∈ [sj , sj+1]}. We can assume that
ρ̃(sj) = (tj , xj , τj , ξj) with τj ≡ −1/2 and tj = sj .

We look for φ = φε solution of (91) of the form

φ =
N∑
j=0

φj ; φj = k−1/4 (∇vj + curlwj)

vj = χj,Le
ikψj,LσjL ;wj = χje

ikψjσj

 (93)

with k > 0 large and χj(t, x) ∈ C∞c such that χj = 1 near Fj and with support in a small neighborhood
of Fj . We choose χ0,L ≡ 0 and therefore v0 ≡ 0. On the other hand, χj,L ∈ C∞c is such that χj,L ≡ 1
in a neighborhood of (tj , xj) and has its support in a neighborhood of (tj , xj), for j = 1, · · · , N .

The first term eikψ0σ0 is constructed with the help of Proposition 5.1 with speed of propagation
c = cT . Notice however that x0 has been assumed to belong to the interior of Ω. Thus, in this
case, the hypersurface S is taken to be the hyperplane perpendicular to ξ0 at x0 and ϕ any function
satisfying the conditions (77). Obviously, (τ0, ξ0) is determined by the segment F0 mentioned above
with τ0 = cT | ξ0 | and τ0 = −1/2.

Thus φ0 = k−1/4 curl
(
eikψ0σ0

)
.

We then construct uj for j ≥ 1 by recurrence. We set ϕ = ψj−1|∂Ω×IRt
that is well defined

near (tj , xj). On the system of normal geodesic coordinates
(
x′, x3

)
near xj we set dx′ϕ (tj , xj) =

ηj , dxψj−1 (tj , xj) =
(
ηj ,−ξ(3)j

)
. In view of the third statement of (92) we have ξ

(3)
j 6= 0. We

denote by ψj the function given by Proposition 5.1 with speed of propagation cT and such that
dxψj (tj , xj) =

(
ηj , ξ

(3)
j

)
. In what concerns the construction of ψj,L we distinguish two cases:

• If tj ∈ J̃// we have | ηj |> νL | τ0 | and we apply Proposition 5.2 with speed cL that provides
ψj,L in a neighborhood of (tj , xj).

• If tj ∈ J̃⊥ we have | ηj |≤ ε2 << νL | τ0 | and we apply Proposition 5.1 with speed cL and the
choice of the ray such that dxψj,L (tj , xj) =

(
ηj , ξ

(3)
j,L

)
= ξj,L with sign

(
ξ
(3)
j,L

)
= sign

(
ξ
(3)
j

)
that

defines ψj,L in a neighborhood of the segment

Fj,L =

{
(t, x(t)) : x(t) = xj − (t− tj) τ0

ξj,L
| ξj,L |2

}
. (94)

The symbols are built so to satisfy the boundary condition φ|∂Ω ∼ 0 and therefore are determined by
recurrence from Propositions 5.1 and 5.2 and the choice of the traces such that:

ik
[
∇ψj,LσjL +∇ψj ∧ σj

]
+∇σjL + curlσj

+(ik
(
∇ψj−1 ∧ σj−1) + curlσj−1

)∣∣
∂Ω ∼ 0 on (tj , xj) .

(95)

System (95) is solvable due to the fact that

∇ψj,L · ∇ψj (tj , qj) = η2
j + ξ

(3)
j ξ

(3)
j,L 6= 0. (96)

Obviously (95) has not to be understood as a pointwise identity but rather in the sense of the
definition of f ∼ 0 given in Section 5.1.
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The solution of (95) is not unique. We impose to it the compatibility condition

∇ψj · σj0 (tj , xj) = 0, ∀j ≥ 0. (97)

This guarantees that
∇ψj · σj0 = 0 on Fj , ∀j ≥ 0. (98)

Let us compute the solution of (95) at first order approximation. We have ξ1
ξ2
δ

σj0,L +

 ξ1
ξ2
ξ3

 ∧ σj0 = −

 ξ1
ξ2
−ξ3

 ∧ σj−1
0 .

By (ξ1, ξ2, ξ3) we denote the three components of the vector
(
ηj , ξ

(3)
j

)
. Notice that the third component

δ of the vector multiplying σ0,L may be purely imaginary when tj ∈ J̃//.
Modulo a rotation and without loss of generality we can assume that ξ2 = 0. By the normalization

(97) we can write

σj0 = α+

 0
1
0

+ β+

 ξ3
0
−ξ1

 ;σj−1
0 = α−

 0
1
0

+ β−

 ξ3
0
ξ1


The system reduces to  −α+ξ3

β+ ‖ ξ ‖2

α+ξ1

+ σj0,L

 ξ1
0
δ

 = −

 α−ξ3
−β− ‖ ξ ‖2

α−ξ1


or equivalently to 

σj0,Lξ1 − α+ξ3 = −α−ξ3
β+ = β−
α+ξ1 + σj0,Lδ = −α−ξ1.

We get

β+ = β−;σj0,L = (α+ − α−)
ξ3
ξ1

= −2α−ξ1ξ3
ξ3δ + ξ21

; α+ = α−

(
ξ3δ − ξ21
ξ3δ + ξ21

)
. (99)

It remains to build the cut-off functions.
The functions χj are chosen to be in C∞0 and equal to one near Fj . For tj ∈ J̃//, χj,L is chosen

to be in C∞0 and equal to one in a small neighborhood of (tj , xj). For tj ∈ J̃⊥ we choose ψj,L ∈ C∞0
such that χj,L (t, x(t)) = θ (t− tj) for (t, x(t)) ∈ Fj,L with θ(t) ≡ 1 for | t |≤ a and θ(t) ≡ 0 for
| t |≥ 2a where θ is a fixed function (independent of j and ε) and a > 0 is small enough such that
when | t− tj |≤ 2a,dist (x(t), ∂Ω) ≥ C|t− tj |.

Let us show that for k large enough (k = k(ε)) the function φ given in (93) satisfies (91) provided
the integer N0 that enters in the identities ∼ 0 is large enough:

• The traces on the boundary are concentrated near the points (tj , xj). System (95) and the
conditions (76)(1) and (83)(1) imply

lim
k→∞

‖ φ ‖L2(∂Ω×(0,T ))= 0. (100)
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• For tj < t < tj+1, let ej be the energy density (see (82)) (which is a constant independent of t):

ej = π3/2τ2
0 | σ

j
0 |

2
(
det Im∇2

xψj
)−1/2

(t, x(t)) , (t, x(t)) ∈ Fj (101)

and for tj ∈ J̃⊥, tj < t < tj+1,

ej,L = π3/2τ2
0 ν

2
L

∣∣∣σj0,L∣∣∣2 (det Im∇2
xψj,L

)−1/2
(t, x(t)), (t, x(t)) ∈ Fj,L. (102)

By an appropriate choice of σ0
0 (t0, x0) we can suppose that e0 = 1. We have

lim
k→∞

‖ k−1/4 curlwj ‖2
L2(Ω) (t) = ej for tj < t < tj+1,

lim
k→∞

‖ k−1/4∇vj ‖2
L2(Ω) (t) = |θ (t− tj)|2 ej,L for tj < t, tj ∈ J̃⊥.

(103)

In view of identity (99) it is easy to see that

| ∇ψj ∧ σ0j |=| ∇ψj−1 ∧ σj−1
0 | on (tj , xj) (104)

for tj ∈ J̃// since δ is purely imaginary in this case.

On the other hand, for tj ∈ J̃⊥, in view of (99) and (92)(2), we have

|(∇ψj +∇ψj−1) (tj , xj)| ≤ 2ε2

and therefore there exists C0 > 0 such that
∣∣∣∇ψj ∧ σj0∣∣∣ (tj , xj) ≥ (1− C0ε

2
) ∣∣∣∇ψj−1 ∧ σj−1

0

∣∣∣ (tj , xj)∣∣∣∇ψj,Lσj0,L∣∣∣ (tj , xj) ≤ C0ε
2
∣∣∣∇ψj−1 ∧ σj−1

0

∣∣∣ (tj , xj) , ∀tj ∈ J̃⊥.
In view of (78) and taking into account that J̃⊥ is a finite set, we deduce the existence of a
constant C1 that only depends on #J1 such that

∀j, ej ≥ 1− C1ε
2 ; ∀tj ∈ J̃⊥, ej,L ≤ C1ε

2.

Therefore
lim
k→∞

‖ φ ‖2
L2(Ω×(0,T ))≥ T

(
1−O(ε2)

)
.

On the other hand, in view of (87)(2) and (102)(2) we deduce that

lim sup
k→∞

∫ T

0
‖ divφ ‖2

H−1(Ω) dt ≤ lim sup
k→∞

∑
J̃⊥

∫ T

0
k−1/2 ‖ ∇vj ‖2

L2(Ω)= O(ε4).
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• Finally, we have

lim sup
k→∞

∥∥∥(∂2
t − µ∆− (λ+ µ)∇ div

)
φ
∥∥∥2

L2(0,T ;(H−1(Ω))3)

≤ lim sup
k→∞

∑
J̃⊥

∫ T

0
k−1/2

∥∥∥(∂2
t − c2L∆

)
vj
∥∥∥2

L2(Ω)
dt

= lim sup
k→∞

∑
J̃⊥

∫ T

0
k−1/2

∥∥∥(∂2
t − c2L∆

)
χj,Le

ikψj,LσjL

∥∥∥2

L2(Ω)
dt

≤ C
∑
J̃⊥

ejL

∫
IR
| θ′(s) |2 ds = O(ε2).

This concludes the proof of the non-uniform decay under the hypothesis (HT ).

Remark 5.2 Note that part of the technical difficulties of the proof are related to the fact the ray
provided by (HT ) has to be slightly modified to guarantee that only transversal intersections with the
boundary arise. Then we have to make sure that the estimates do not blow up as ε→ 0. This is done
by taking limits as k →∞ and making use of the conservation of energy.

Remark 5.3 The C∞ assumption on the regularity of the domain Ω is unnecessary. It is easy to
see that the construction above applies when Ω is of class C3 along rays that only have transversal
intersections with the boundary. Thus, Theorem 5.1 applies for domains of class C3 provided we
assume the existence of a family of rays ρε satisfying (5.1) for 0 < ε < ε0.

Remark 5.4 In view of the construction above it is natural to consider the problem of whether there
exists a family of solutions of the Lamé system (5.1) such that∥∥∥(ϕ0

k, ϕ
1
k

)∥∥∥
(L2(Ω))3×(H−1(Ω))3

= 1, ∀k ∈ IN (105)

and ∫ T

0
‖curlϕk‖2

(H−1(Ω))3 dt −→ 0, as k →∞. (106)

It is easy to check that our construction can be done at points of perpendicular reflection but it
does not apply when a longitudinal ray intersects the boundary almost tangentially since a transversal
wave is reflected provided λ+ 2µ > µ.

Thus, in the range λ+2µ > µ, a sequence of solutions {ϕk} of (5.1) can be built so that (105)-(106)
holds provided there is a longitudinal ray in Ω along the time interval (0, T ) that is always reflected
perpendicularly on the boundary. Obviously, when Ω is a smooth convex domain this holds for all
T > 0.
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Remark 5.5 Similar problems can be considered when 0 < λ + 2µ < µ. In this range of Lamé
coefficients divϕ and curlϕ play reverse roles. It is then easier to build sequences of solutions satisfying
(105)-(106) than those verifying (89)-(90).

5.3 A refined result in three space dimensions

A careful analysis of the construction above yields to the following remark showing that the assumption
(HT ) is not sharp in three space dimensions when constructing the sequence of solutions {ϕk} of the
Lamé system (5.1) satisfying (89)-(90).

Indeed, let us analize the solutions (99) of system (95). Clearly,{
α+ = α− = 0
β+ = β−

is always a solution, independently of the nature of the ray. This corresponds to a purely transversal
wave that is polarized in the “critical direction” π+

ρ ∩π−ρ . If this polarization propagates along the ray
so that it coincides with the critical polarization direction at every reflection in which the construction
of section 5.2 fails, i.e. essentially when 0 <| η |< νL | τ |, then the same construction with this choice
of the polarization direction yields the desired sequence of solutions.

Thus, we introduce the following refined version of (HT ) in three space dimensions:

(H3
T )



There exists a transversal bicharacteristic ray of length T such that
(a) When γ(s) ∈ ∂Ω, | η |6= νL | τ | and | η |6= νT | τ |;
(b) Let G = {s : γ(s) ∈ ∂Ω and 0 <| η(s) |< νL | τ |} .

Clearly G = {s1, · · · , sN} with N = 0 if G = ∅.
Then the polarization directions ei ∈ π+

γ(si)
∩ π−γ(si)

are connected by the propagation .

Obviously (H3
T ) is less restrictive than (HT ) since it allows the ray to enter the region 0 <| η |< νL | τ |.

However at those points we need to impose the polarization directions π+
γ ∩ π−γ to be connected by

the propagation to be able to proceed as mentioned above. Notice that in (a) we have imposed the
condition | η(s) |6= νT | τ(s) | when γ(s) ∈ ∂Ω. Thus the ray never meets tangentially the boundary.
We did not do that in (HT ) but in that case using the fact that the ray does not have contacts of
infinite order with ∂Ω, the ray γ was approximated by rays γε fulfilling this condition and preserving
the other essential properties. In this case, by imposing this condition (a), we avoid the analysis of
the stability of condition (b) with respect to perturbations of the ray.

It is straightforward to see that if we proceed as in section 5.2 by choosing the polarization direction
given by ei ∈ π+

γ(si)
∩ π−γ(si)

for any si ∈ G the following holds:

Theorem 5.2 Let Ω be a bounded domain of class C∞ of IR3 such that (H3
T ) holds. Then there exists

a sequence of solutions {ϕk} of the Lamé system (5.1) satisfying (89)-(90) in the time interval (0, T ).
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6 Uniform decay

6.1 Uniform decay in two space dimensions

In this section Ω denotes a bounded, smooth, open set of IR2 without contacts of infinite order with
its tangents. We also assume that

(i) Ω satisfies the spectral condition (C);
(ii) There exists T0 > 0 such that every transversal ray of length T0 intersects

◦
L = {(y, t, η, s) : y ∈ ∂Ω, 0 < cL | η |<| τ |}.

(107)

The main result of this section is as follows:

Theorem 6.1 Under these assumptions, there exist C,ω > 0 such that every solution (u, θ) of the
system of thermoelasticity (1) of finite energy satisfies

E(t) ≤ Ce−ωtE(0), ∀t > 0. (108)

Theorem 6.1 is a consequence of the following result:

Theorem 6.2 Assume that Ω satisfies (6.1). Then, if T > T0 for any solution (u, θ) of (1) such that
(u, θ) ∈

(
L2(Ω× (0, T ))

)3 and satisfying

θ ∈ L2
(
0, T ;H1

0 (Ω)
)

(109)

it follows that

u ∈
(
H1(Ω× (0, T ))

)2
. (110)

Assuming for the moment that Theorem 6.2 holds true let us see that Theorem 6.1 holds true as
well. The proof is similar to that of Lemma 3.3.

We introduce the following Hilbert spaces of solutions (u, θ) ∈ (D′(Ω× (0, T )))3 of (1):

F T0 =
{

(u, θ) ∈
(
L2(Ω× (0, T ))

)3
}

;

F T1 =

{
(u, θ) ∈ F T0 :

∫ T

0

∫
Ω
| ∇θ |2 dxdt <∞

}
;

GT =
{

(u, θ) ∈ F T1 : u ∈
(
H1(Ω× (0, T ))

)2
}
.

In view of Theorem 6.2 the image of the imbedding F T1 ↪→ F T0 is contained in GT . Then GT = F T1
and by the closed graph Theorem the existence of C > 0 such that

‖ (u, θ) ‖GT≤ C ‖ (u, θ) ‖FT
1
,∀(u, θ) ∈ F T1

follows. Since Ω satisfies (C), by the compactness of the embedding H1(Ω× (0, T )) ↪→ L2(Ω× (0, T ))
it follows that, for T > 0 large enough, there exists C > 0 such that

‖ u ‖2
(H1(Ω×(0,T )))2≤ C

∫ T

0

∫
Ω
| ∇θ |2 dxdt
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for every solution of (1).
Thus

E(0)− E(T ) =
α

β

∫ T

0

∫
Ω
| ∇θ |2 dxdt ≥ C

∫ T

0
E(t)dt ≥ CTE(T ).

This inequality implies the exponential decay property (108).

In order to prove Theorem 6.2 we need the following auxiliary result:

Theorem 6.3 Assume that Ω satisfies (6.1). Let T > T0. Then, if u is a solution of the Lamé system{
utt − µ∆u− (λ+ µ)∇ divu = 0 in Ω× (0, T ),
u = 0 on ∂Ω× (0, T )

(111)

such that
divu ∈ L2(Ω× (0, T )) (112)

it follows that

u ∈
(
H1(Ω× (0, T ))

)2
. (113)

The proof of the fact that Theorem 6.3 implies Theorem 6.2 is analogous to the one of Lemma 3.3.
Let us finally prove Theorem 6.3:

Proof of Theorem 6.3.
Let I = (a, b) be an open interval such that [a, b] ⊂ (0, T ). It is easy to see that (113) follows from

the fact that u ∈
(
H1(Ω× I)

)2.
To prove this we first observe that, as a consequence of (111), WFb(u) ⊂ Char. (Here and in the

sequel we keep the same notations of previous sections). Thus, it is sufficient to check that

u ∈ H1
ρ for all ρ ∈ Char such that t(ρ) ∈ [a, b]. (114)

When x(ρ) ∈ Ω and | τ(ρ) |= cL | ξ(ρ) |, (114) is a consequence of (112). Thus, we may assume
that ρ ∈ Char(T ). Let γ be the transversal ray passing through ρ. In view of assumption (115)

(ii), there exists a point ρ1 of γ such that ρ1 ∈
◦
L and t(ρ1) ∈ (0, T ). From Appendix A, u can be

decomposed as u = ∇u + curlw near x(ρ1). Since divu ∈ L2 we deduce that ∆v ∈ L2 and therefore
v ∈ H2

ρ1 since τ(ρ1) 6= 0 and
(
∂2
t − c2L∆

)
v = 0. Since ρ1 is of hyperbolic type for ∂2

t − c2L∆ we have
∇v|∂Ω×(0,T ) ∈ H1

ρ1 . Therefore, since u = 0 on ∂Ω × (0, T ), we also have that curlw|∂Ω×(0,T ) ∈ H1
ρ1 .

Since | η(ρ1) |> 0 we deduce that ∂w
∂n

∣∣∣
∂Ω×(0,T )

∈ H1
ρ1 and w|∂Ω×(0,T ) ∈ H2

ρ1 . Since ρ1 is of hyperbolic

type for ∂2
t − c2T∆ we deduce that w ∈ H2

ρ1 and therefore u ∈ H1
ρ1 . The propagation Theorem of

Appendix B allows us to conclude that u ∈ H1
ρ .
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6.2 Uniform decay in three space dimensions: A conjecture

In order to extend the results of section 6.1 above to three space-dimensions the polarization phenom-
ena has to be taken into account. We conjecture that the following is true:

Conjecture:Assume that Ω is a bounded, smooth, open set of IR3 without contacts of infinite order
with its tangents. Assume also that

(i) Ω satisfies the spectral condition (C);
(ii) There exists T0 > 0 such that every transversal ray of length T0 intersects

◦
L = {(y, t, η, s) : y ∈ ∂Ω, 0 < cL | η |<| τ |}

twice at points where the critical polarization directions π+
ρ ∪ π−ρ

are not connected by the propagation.

(115)

Then, solutions of the 3d system of thermoelasticity (1.1) decay uniformly as t→∞.

7 Polynomial decay in two space dimensions

All along this section we assume that Ω is a bounded smooth domain of IR2 without contacts of infinite
order with its tangents.

We also assume that

Ω is not a ball neither an annulus of the form O/λO with O a ball and 0 < λ < 1. (116)

This section is divided in two paragraphs. In the first one we derive some estimates of the total
energy of solutions of the Lamé system in terms of its longitudinal component but with a loss of
one derivative. In the second one, combining these results and those of section 3.2 we deduce some
polynomial decay rates.

7.1 Inequalities with deffect

The main result of this paragraph is as follows:

Theorem 7.1 Let Ω satisfy assumption (116) above. Let Tc be the geometric control time in Ω from
the boundary with velocity cT . Assume that T > 2Tc.

Then, if u ∈ (D′(Ω× (0, T )))2 solves{
utt − µ∆u− (λ+ µ)∇ divu = 0 in Ω× (0, T ),
u = 0 on ∂Ω× (0, T ),

(117)

and
divu ∈ L2 (Ω× (0, T )) (118)

it follows that
u ∈ L2 (Ω× (0, T )) . (119)

Remark 7.1 Tc is the supremum of the lengths of the characteristic rays for ∂2
t − c2T∆ in Ω × IRt

before they intersect the boundary at a non-diffractive point. From [BLR] we know, for instance, that
Tc is the minimal controllability time for the scalar wave equation

(
∂2
t − c2T∆

)
u = 0 in H1

0 (Ω)×L2(Ω)
with L2 (∂Ω× (0, T )) Dirichlet boundary controls.
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Proof of Theorem 7.1.
Recall that Char = CharΩ ∪Char∂Ω and let us decompose Char∂Ω in the following disjoint subsets:

Char∂Ω = Char⊥∂Ω ∪
◦
L∪Z

where

Char⊥∂Ω = {(y, t, η, τ) ∈ Char∂Ω : η = 0} ;
◦
L =

{
(y, t, η, τ) ∈ Char∂Ω : 0 <| η |< c−1

L | τ |
}

;

Z =
{
(y, t, η, τ) ∈ Char∂Ω : c−1

L | τ |≤| η |≤ c−1
T | τ |

}
.

Let us also recall that the transversal characteristic manifold is given by Char(T ) = CharΩ(T )∪Char∂Ω

with CharΩ(T ) = {x, t, ξ, τ) : x ∈ Ω, t ∈ (0, T ), | τ |= cT | ξ |}.
In view of (117) we have WFb(u) ⊂ Char. Thus (119) is a consequence of the assertion

u ∈
(
L2
ρ

)2
,∀ρ ∈ Char . (120)

By virtue of the decomposition Lemma of Appendix A, we can decompose u as

u = ∇v + curlw;
(
∂2
t − c2L∆

)
v = 0;

(
∂2
t − c2T∆

)
w = 0 (121)

near any point (x0, t0).
We have divu = ∆v ∈ L2 (Ω× (0, T )). Therefore, we also have ∂2

t v ∈ L2 (Ω× (0, T )). When
x0 ∈ Ω and ρ ∈ Char is such that x(ρ) = x0 we have v ∈ H2

ρ . Thus (117) is immediately true for
ρ ∈ Char \Char(T ).

When x0 ∈ ∂Ω and ρ ∈ Char∂Ω is such that x(ρ) = x0, taking into account that ∂t is a tangential
elliptic operator of order 1 in ρ we have v ∈ H2

ρ . We deduce that
ρ ∈ Char⊥∂Ω ∪

◦
L ⇒ ∇v

∣∣∣∣
∂Ω×(0,T )

∈
(
H1
ρ

)2
;

ρ ∈ Z ⇒ ∇v|∂Ω×(0,T ) ∈
(
H

1/2
ρ

)2
.

(122)

The first assertion in (122) is due to the fact that the points ρ under consideration are hyperbolic with
respect to ∂2

t − c2L∆. The second one is a trace result.
Taking into account that u vanishes on the boundary we deduce that (122) implies

ρ ∈ Char⊥∂Ω ∪
◦
L ⇒ curlw

∣∣∣∣
∂Ω×(0,T )

∈
(
H1
ρ

)2
;

ρ ∈ Z ⇒ curlw|∂Ω×(0,T ) ∈
(
H

1/2
ρ

)2
.

(123)

This is true for every decomposition (121).
Therefore it is sufficient to show that

w ∈ H1
ρ ,∀ρ ∈ Char(T ). (124)
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In view of previous results, assertion (124) is independent of the decomposition (121).
We have (∂2

t − c2T∆)w = 0 and in view of (123) it follows that w|∂Ω×(0,T ) ∈ H
3/2
ρ when ρ /∈ Char⊥∂Ω

and ∂w/∂n|∂Ω×(0,T ) ∈ H1
ρ when ρ ∈ Char⊥∂Ω and these boundary conditions guarantee that the H1

regularity of w propagates along transversal rays.
Let ρ ∈ Char(T ) and let γ : (0, T ) → Char(T ) be the unique transversal ray (time t being its

parameter) satisfying γ(t(ρ)) = ρ. Since, by hypothesis, T > Tc, there exists t1 ∈ (0, T ) such that
γ(t1) = ρ1 ∈ Char∂Ω is a non-diffractive point of the boundary. We now distinguish three cases:

Case 1. If ρ1 /∈ Char⊥∂Ω, by (123) we have curlw|∂Ω×(0,T ) ∈ H
1/2
ρ1 and this is equivalent to

∂w/∂n|∂Ω×(0,T ) ∈ H1/2
ρ1

and w|∂Ω×(0,T ) ∈ H
3/2
ρ1 . Thus, since ρ1 is non-diffractive, by the lifting Lemma of [BLR], we have

w|∂Ω×(0,T ) ∈ H
3/2
ρ1 and by propagation w ∈ H1

ρ .
Case 2. If ρ1 ∈ Char⊥∂Ω, we denote by Γ the connected component of ∂Ω containing x(ρ1) and by
∂y the tangential derivative along Γ. In view of (123) we have curlw|∂Ω×(0,T ) ∈ H1

Γ and therefore
∂yw|∂Ω×(0,T ) ∈ H1

σ for all σ in a neighborhood of Char⊥∂Ω. Then the H1 regularity of g = w|∂Ω×(0,T )

propagates along the bicharacteristics of ∂y (i. e. along the curves (y, t = t1, η = 0, τ = τ1)). We
set ρ1 = (y1, t = t1, η = 0, τ = τ1). If there exists a point σ = (y, t = t1, 0, τ1) with y ∈ Γ where the
argument of Case 1 may be applied we will have w ∈ H1

σ and therefore g = w|∂Ω×(0,T ) ∈ H1
σ as well

(since σ is of hyperbolic type). Thus w|∂Ω×(0,T ) ∈ H1
ρ1 and since curlw|∂Ω×(0,T ) ∈ H1

ρ1 we deduce that
∂w/∂n|∂Ω×(0,T ) ∈ L2

ρ1 . Since ρ1 is non-diffractive, by the lifting Lemma of [BLR], we deduce that
w ∈ H1

ρ1 and by propagation w ∈ H1
ρ .

Since t1 ∈ (0, T ) and T > 2Tc, there exists a sign ε = ±1 such that t1+εs ∈ (0, T ) for all s ∈ [0, Tc).
If there is no point σ = (y, t1, 0, τ1), y ∈ γ where the argument of Case 1 can be applied, the first point
of intersection of the half-line {y+ lny; l > 0} with ∂Ω has to be a point of perpendicular intersection
for all y ∈ Γ. Since Ω is not a ball, Ω is then necessarily an annular domain

Ω = {x ∈ IR2 : x = y + lny : y ∈ Γ, 0 < l < l0}. (125)

Case 3. To finish the proof of Theorem 7.1 we may suppose that Ω is of the form (125) and that
the curvature of Γ is not constant. We may also assume that Γ is the interior boundary of Ω and
we denote by s the curvilinear abscissa of Γ. Let y0(s = 0) ∈ Γ and ω a cylindrical neighborhood of
{y0 + lny0 : 0 < l < l0} in Ω. Let ρ0 = (y0, t0; η = 0, τ0), t0 ∈ (0, T ). We denote by x(s) the curvature
of Γ at s with the convention that x < 0 when Γ is concave with respect to Ω as in Figure 8 below.

Figure 8
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The proof of Theorem 7.1 will be complete once the following Lemma is proved:

Lemma 7.1 If dx(0)/ds 6= 0 then w ∈ H1
ρ0

Indeed in view of this Lemma, as soon as the curvature x varies w ∈ H1
ρ0 . We have also shown that

the H1 regularity propagates along transversal rays. This shows that w ∈ H1
ρ unless Ω is a spherical

annulus.
Proof of Lemma 7.1. We may suppose that t0 ∈ (0, T/2) (otherwise it is sufficient to change the
time variable t→ T − t). Let u = ∇v+ curlw a decomposition of u in (t0− δ, t0 + lc−1

T + δ)×ω, with
δ > 0 small enough. We have (∂2

t − c2T∆)w = 0 and near Char⊥∂Ω, curlw|∂Ω×(0,T ) ∈ H1 (in view of
(123)). On the normal geodesic system, the Laplacian over ω can be written as:

∆ =
1
a
∂l(a∂l) +

1
a
∂s(

1
a
∂s), a = 1− lx(s). (126)

Since ρ0 is of hyperbolic type, the solution w of (∂2
t − c2T∆)w = 0 near ρ0 can be decomposed into an

incoming wave w−, an outoming wave w+ and a smooth function r:
w = w− + w+ + r
ρ0 /∈WFb((∂2

t − c2T∆)w±) ∪WFb(r)
w± = 1

4π2

∫
eiϕ±σ±ĝ±(η, τ)dηdτ

(127)

where the phases ϕ±(l, t, s; η, τ) = τt+ |τ |ψ±(l, s, η/τ) satisfy the eikonal equation

c2T

[
(∂ψ/∂l)2 +

1
a2

(∂ψ/∂s)2
]

= 1; ψ±|l=0 = sη/|τ |; ±∂ψ±/∂l|l=0 > 0 (128)

and are defined for α = η/|τ | near 0, and where the symbols σ =
∑
n≥0

σn(l, s, α)(i|τ |)−n satisfy the

transport equations{
i∂ϕ/∂l∂σ/∂l + 1

a∂l(a∂σ/∂l + iaσ∂ϕ/∂l) + i
a2∂ϕ/∂s∂σ/∂s+ 1

a∂s(
1
a∂σ/∂s+ i

a∂ϕ/∂sσ) ∼ 0
σ|l=0 = 1

(129)
with ϕ = ϕ± for σ = σ±.

In view of (128) we have

∂ϕ±/∂l = ∂ψ±/∂l|l=0 = ±(1/c2T − η2/τ2)1/2 (130)

ϕ±|η=0 = τt± |τ |l/cT (131)

and using (129) and (131) the leading terms σ0
± of the symbols σ± satisfy

∂h±/∂l +
1
a
∂(ah±)/∂l = 0; h±|l=0 = 1

with h± = σ0
±|η=0. Thus

σ0
±|η=0 = h(l, s) = (1− lx(s))−1/2 = a−1/2. (132)

We have w±|l=0 = g±, ∂w±/∂l|l=0 = E±(g±) where E± is a pseudodifferential operator of degree
1 of principal symbol σ1(E±) = i|τ |∂ψ±/∂l|l=0 = ±i(|τ |2/c2T − η2)1/2. Thus −(E−)−1E+ = Id+R−1,
where R−1 denotes a pseudodifferential operator of order −1.
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Condition curlw|l=0 ∈ H1
ρ0 is equivalent to

∂(g+ + g−)/∂s ∈ H1
ρ0 , E+(g+) + E−(g−) ∈ H1

ρ0 (133)

and this implies the existence of pseudodifferential operators of order −1 such that

(∂s +R−1)g+ ∈ H1
ρ0 , (∂s +R−1)g− ∈ H1

ρ0 . (134)

When α = η/|τ | is close to zero the phases and symbols ψ±, σ± are defined in a neighborhood of
l ∈ [0, l0] so that w+ will be the incoming part of w at y1 at time t1 = t0 − sign(τ0)l0 and w− the
outcoming part of w at y1 at time t0 + sign(τ0)l0. If sign(τ0) < 0 (the other case can be treated in a
similar way), using (134) in y1, in a neighborhhod of ρ1 = (y1, t1, 0, τ0) there exists a pseudodifferential
operator R−1 such that (∂s +R−1)[w+|l=l0 ∈ H1

ρ1 .
Let us denote ϕ0 = ϕ+|l=l0 . Given a symbol q =

∑
n≥0

q(n)(s, η/|τ |)(i|τ |)d−n of degree d defined near

s = 0, η/|τ | = 0, the operator g → Aq(g) = 1
4π2

∫
eiϕ0qĝdηdτ is a Fourier integral operator of degree d

and we have (see [Ho], vol. 3)
Aq(g) ∈ Hs−d

ρ1 , ∀g ∈ Hs
ρ0 . (135)

Moreover, if q is elliptic, i. e. if q0(0, 0) 6= 0, we have

Aq(g) ∈ Hs−d
ρ1 , if and only if g ∈ Hs

ρ0 . (136)

On the other hand, if R is a pseudodifferential operator of degree d defined near ρ1 there exists a
pseudodifferential operator S defined near ρ0 of degree d such that

RAq(g) = Aq(Sg) (137)

and σd(R)(ρ1) = σd(S)(ρ0).
Thus, for q0 = σ+|l=l0 we have

(∂s +R−)g+ ∈ H1
ρ0 ; (∂s +R+)Aq0(g+) ∈ H1

ρ1 . (138)

On the other hand, ∂sAq0 = Ap with p = i∂ϕ+/∂s|l=l0q0 + ∂q0/∂s = q1 + q2. In view of (131) we have
∂ϕ+/∂s|η=0 = 0. Thus q1 = iqη where q is a symbol of degree 0. The second statement of (138) and
(137) imply that

Aq(∂sg+) +Aq2(g+)Aq0(R−g+) ∈ H1
ρ1 .

We now denote by R any pseudodifferential operator of order −1. Thus using the first statement of
(138) and (135), we obtain

Aq2(g+) +Aq0Rg+ +AqRg+ ∈ H1
ρ1 . (139)

From the fact that dx(0)/ds 6= 0 we deduce that q2 = ∂q0/∂s = ∂σ+/∂s|l=l0 satisfies q02|η=0,s=0 6= 0 in
view of (132). Taking into account that q2 is elliptic in ρ0 and (135), (136) and (139) we deduce that

g+ ∈ H1
ρ0 . (140)

Indeed, this can be proved by a classical bootstrap argument: The fact that g+ ∈ Hs
ρ0 , by (135) implies

that AqRg+ ∈ Hs+1
ρ1 and then by (139) Aq2(g+) ∈ H

min(1,s+1)
ρ1 , which, in view of (136), implies that

g+ ∈ Hmin(1,s+1)
ρ0 .

As a consequence of (140) we obtain E+(g+) ∈ L2
ρ0 and therefore, by (133), g− ∈ H1

ρ0 which implies
that w|∂Ω×(0,T ) ∈ H1

ρ0 and ∂w/∂n|∂Ω×(0,T ) ∈ L2
ρ0 , Thus, by the lifting Lemma of [BLR], w ∈ H1

ρ0 .
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7.2 Polynomial decay rates

As an inmediate consequence of Theorem 3.1, Lemmas 3.2 and 3.3 and Theorem 7.1 the following
holds:

Theorem 7.2 Let Ω be a bounded smooth domain of IR2 without contacts of infinite order with its
tangents. Assume that Ω satisfies the spectral condition (C) and (7.1).

Then, there exists C > 0 such that

E(t) ≤ C

t
‖
(
u0, u1, θ0

)
‖2
D ,∀t > 0 (141)

for every solution of (1) with initial data in the domain D =
(
H2 ∩H1

0 (Ω)
)2×(H1

0 (Ω)
)2×(H2 ∩H1

0 (Ω)
)
.

8 Related controllability results and spectral properties

In this section we consider two controllability problems that can be reduced to the observability
inequality (9) for the Lamé system (8). First we address the controllability of Lamé’s system in
elasticity with potential controls. Then we address the null-controllability of the linear system of
thermoelasticity with a scalar control acting on the heat component of the system. Finally we discuss
the existence of divergence-free eigenfunctions of the Lamé system in two space dimensions.

8.1 Exact controllability of the Lamé system

Let us consider the controlled Lamé system
utt − µ∆u− (λ+ µ)∇ divu = f in Ω× (0, T )
u = 0 on ∂Ω× (0, T )
u(x, 0) = u0(x), ut(x, 0) = u1(x) in Ω.

(142)

We assume that (u0, u1) ∈
(
H1

0 (Ω)
)n× (L2(Ω)

)n and f ∈
(
L2 (Ω× (0, T ))

)n with n = 2 or 3. Then
the system (142) admits an unique solution u ∈ C

(
[0, T ];

(
H1

0 (Ω)
)n) ∩ C1

(
[0, T ];

(
L2(Ω)

)n).
The exact controllability problem can be stated roughly as follows: Given (u0, u1) ∈

(
H1

0 (Ω)
)n ×(

L2(Ω)
)n find f ∈

(
L2 (Ω× (0, T ))

)n such that the solution of (142) satisfies

u(T ) ≡ ut(T ) ≡ 0. (143)

If do not impose any restriction on the control f it is easy to see that this controllability property
holds for any T > 0.

There are several results in the literature for the case in which some restrictions are imposed on
the control:

(a) When the support of f is assumed to be contained in a neighborhood ω of the boundary ∂Ω
the methods of [Li] allow to show that the controllability holds for any T > diam(Ω\ω)/

√
µ.

(b) More general subsets ω of Ω and sharper estimates on the control time can be obtained by
microlocal methods in the spirit of [BLR] and [Ma].
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(c) The case in which fn ≡ 0 has been considered in [Z2] and it has been shown
that, generically with respect to Ω, the system is approximately controllable if
T > 0 is large enough, i.e. for any ε > 0 there exists a control such that
‖ (u(T ), ut(T )) ‖(H1

0 (Ω))n×(L2(Ω))n≤ ε.

In this section we address the problem under the assumption that

f = ∇p, p ∈ L2
(
0, T ; H1

0 (Ω)
)
, (144)

i.e. we consider the case in which the control is a potential vector field acting everywhere in Ω.
In view of (144) we write the system (142) under the form

utt − µ∆u− (λ+ µ)∇ divu = ∇p in Ω× (0, T )
u = 0 on ∂Ω× (0, T )
u(x, 0) = u0(x), ut(x, 0) = u1(x) in Ω.

(145)

We say that the system (145) is exactly controllable at time T > 0 if for every (u0, u1) ∈
(
H1

0 (Ω)
)n×(

L2(Ω)
)n there exists p ∈ L2

(
0, T ;H1

0 (Ω)
)

such that the solution of (145) satisfies (143).
Using J.-L. Lions’ HUM (see [Li]) it is easy to prove that system (145) is exactly controllable if

and only if there exists C > 0 such that inequality (9) holds for every solution of the Lamé system
(8).

Observe that this is true for every domain Ω independently of the fact that it satisfies the generic
condition (C) or not. Thus the controllability problem above for the Lamé system, as the uniform
decay problem for the system of thermoelasticity, can be reduced to the observability inequality (9)
for system (8). Therefore the results of Theorems 5.1, 5.2 and 2.1 apply and provide both necessary
and sufficient conditions for the exact controllability of (145) to hold.

Note also that the results of section 7 allow us to deduce that for most two-dimensional domains
excat controllability does hold with controls p ∈ L2(Ω× (0, T )) instead of p ∈ L2(0, T ;H1

0 (Ω)).
Similar questions may be formulated when the control is a divergence free vector-field. Indeed, let

us consider the system
utt − µ∆u− (λ+ µ)∇ divu = curl p in Ω× (0, T )
u = 0 on ∂Ω× (0, T )
u(x, 0) = u0(x), ut(x, 0) = u1(x) in Ω.

(146)

In this case, system (146) is said to be exactly controllable in time T > 0 if for any
(
u0, u1

)
∈(

H1
0 (Ω)

)n × (L2(Ω)
)n there exists p ∈ L2

(
0, T ;

(
H1

0 (Ω)
)n) such that the solution of (146) satisfies

(143).
By HUM it is easy to see that the exact controllability property above is equivalent to the following

observability inequality for the uncontrolled Lamé system (8):

‖ ϕ0 ‖2
H1

0 (Ω))n + ‖ ϕ1 ‖2
(L2(Ω))n≤ C

∫ T

0

∫
Ω
| curlϕ |2 dxdt. (147)

As we pointed out in Remark 5.4, (147) does not hold if there exists a transversal ray with only
perpendicular intersections with ∂Ω during a time interval of length greater than T .
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8.2 Null controllability of the linear system of thermoelasticity

We consider the controlled linear system of three-dimensional thermoelasticity:
utt − µ∆u− (λ+ µ)∇ divu+ α∇θ = 0 in Ω× (0, T )
θt −∆θ + β divut = ∂f/∂t in Ω× (0, T )
u = 0, θ = 0 on ∂Ω× (0, T )
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x) in Ω.

(148)

In (148) the control f = f(x, t) ∈ L2(0, T ; H−1(Ω)) acts on the system as a heat source. We
assume that f is of compact support with respect to time in (0, T ).

We say that system (148) is null-controllable in time T if and only if for every (u0, u1, θ0) ∈(
L2(Ω)

)n × (H−1(Ω)
)n × (H2 ∩H1

0 (Ω)
)′ (n = 2 or 3) there exists f ∈ L2

(
0, T ; H−1(Ω)

)
such that the

solution of (148) satisfies
u(T ) ≡ ut(T ) ≡ 0, θ(T ) ≡ 0 in Ω (149)

and

‖ f ‖L2(0,T ;H−1(Ω))≤ C ‖
(
u0, u1, θ0

)
‖
(L2(Ω))3×(H−1(Ω))3×(H2∩H1

0 (Ω))′ ,∀
(
u0, u1, θ0

)
. (150)

By
(
H2 ∩H1

0 (Ω)
)′ we denote the dual of H2 ∩H1

0 (Ω).
Of course there are other functional settings that make sense for this null-controllability problem.

We have chosen this one since, first, problem (148) is well-posed in those spaces, i.e. under the
assumptions above on the initial data and the control there exists an unique solution (u, ut, θ) ∈
C
(
[0, T ];

(
L2(Ω)

)n × (H−1(Ω)
)n × (H2 ∩H1

0 (Ω)
)′) and second, this controllability problem can be

reduced easily to the decay properties for the system of thermoelasticity considered above.
We refer to [LZ1] for the null-controllability problem for the linear system of elasticity when periodic

boundary conditions are considered (or in the more general case in which the system is considered
on a manifold without boundary). Obviously, in this case, the null controllability does not hold since
w = curlu satisfies the uncontrolled wave equation wtt−µ∆w = 0 with periodic boundary conditions.

However, in the present situation in which Dirichlet boundary conditions are imposed one can not
exclude automatically the null controllability since the control acts on curlu too through the boundary
due to the interaction between the longitudinal and transversal components of u.

The null controllability problem can be reduced to an observability estimate for the adjoint system:
ψtt − µ∆ψ − (λ+ µ)∇ divψ + β∇ηt = 0 in Ω× (0, T )
−ηt −∆η − α divψ = 0 in Ω× (0, T )
ψ = 0, η = 0 on ∂Ω× (0, T )
ψ(x, T ) = ψ0(x), ψt(x, T ) = ψ1(x), η(x, T ) = η0(x) in Ω.

(151)

System (8.10) is well posed in (ψ,ψt, η) ∈ (H1
0 (Ω))3 × (L2(Ω))3 × (H2 ∩ H1

0 (Ω)). On the other
hand, multiplying in (8.7) by (ψ, η) and integrating by parts it follows that∫

Ω
(ψtu− ψut + β∇ηu− ηθ)dx|T0 −

∫ T

0

∫
Ω
fηtdxdt = 0.

Note that when deriving this identity we have used the fact that f has compact support in time.
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More precisely it can be proved that the null-controllability property above in time T implies the
existence of a positive constant C > 0 such that

‖ ψ(0) ‖2

(H1
0 (Ω))3 + ‖ ψt(0) ‖2

(L2(Ω))3
+ ‖ η(0) ‖2

H2(Ω)≤ C

∫ T

0

∫
Ω
| ∇ηt |2 dxdt (152)

holds for every solution of (151). On the other hand, if (152) holds for the adjoint system (151), then
system (148) is null controllable for any T ′ > T in the sense of (149)-(150).

In order to prove the last statement, given (u0, u1, θ0) ∈
(
L2(Ω)

)n × (H−1(Ω)
)n × (H2 ∩H1

0 (Ω)
)′

and ρ a non-negative smooth function such that ρ ≡ 1 in an interval of length T and ρ(0) = ρ(T ′) = 0
we consider the functional

J
(
ψ0, ψ1, η0

)
=

1
2

∫ T ′

0

∫
Ω
ρ(t) |∇ηt|2 dxdt

+ < η(0), θ0 + β divu0 > + < ψ(0), u1 > −
∫
Ω
ψt(0) · u0dx, (153)

where < ·, · > denotes both the duality pairing betweenH2∩H1
0 (Ω) and its dual and between

(
H1

0 (Ω)
)n

and
(
H−1(Ω)

)n and (ψ, η) solve (151) in the time interval t ∈ [0, T ′].
The functional J :

(
H1

0 (Ω)
)n × (L2(Ω)

)n × H2 ∩ H1
0 (Ω) → IR is continuous and strictly convex.

On the other hand, from (152) and the properties of ρ, J is also coercive. Therefore, J has a unique
minimizer

(
ψ̂0, ψ̂1, η̂0

)
in
(
H1

0 (Ω)
)n × (L2(Ω)

)n × H2 ∩ H1
0 (Ω). It is easy to check that the control

g = ∂
∂t (ρ(t)∆η̂t) where

(
ψ̂, η̂

)
solves (151) with this minimizer as data fulfills the control requirements

(149) and (150) at time t = T ′.
The main result on the null-controllability of system (148) is as follows:

Theorem 8.1 Under the assumptions of Theorems 5.1 and 5.2 there is no T such that (152) holds
for solutions of (151). Therefore, system (148) is no null-controllable.

Proof. It is sufficient to observe that (ψ, η) solve (151) if an only if

ϕ(x, t) = ψ(x, T − t); ξ(x, t) = ηt(x, T − t)

satisfy
ϕtt − µ∆ϕ− (λ+ µ)∇ divϕ+ β∇ξ = 0 in Ω× (0,∞)
ξt −∆ξ + α divϕt = 0 in Ω× (0,∞)
ϕ = 0, ξ = 0 on ∂Ω× (0,∞)
ϕ(x, 0) = ψ0(x), ϕt(x, 0) = ψ1(x), ξ(x, 0) = −∆η0(x)− α divψ0(x) in Ω.

(154)

On the other hand, (152) is equivalent to

‖ ϕ(T ) ‖2

(H1
0 (Ω))3 + ‖ ϕt(T ) ‖2

(L2(Ω))3
+ ‖ ξ(T ) + α divϕ(T ) ‖2

L2(Ω)

≤ C

∫ T

0

∫
Ω
| ∇ξ |2 dxdt

or, equivalently, to

E(T ) ≤ C

∫ T

0

∫
Ω
| ∇ξ |2 dxdt (155)
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where E denotes the energy

E(t) =
1
2

∫
Ω

[
| ϕt |2 +µ | ∇ϕ |2 +(λ+ µ) | divϕ |2 +

β

α
| ξ |2

]
dx. (156)

Taking into account that
dE

dt
= −β

α

∫
Ω
| ∇ξ |2 dx

we deduce that (155) is equivalent to

E(0) ≤ C

∫ T

0

∫
Ω
| ∇ξ |2 dxdt. (157)

This is precisely the inequality we have shown does not hold under the assumptions of Theorems 5.1
and 5.2.

The results of sections 3.2 and 7 allow to deduce that null controllbility holds for most two-
dimensional domains provided the control g is taken in H−2(0, T ;H−1(Ω)) instead of taking it in
H−1(0, T ;H−1(Ω)). This is due to the fact that the following weaker version of (8.11) holds:

‖ ψ(0) ‖2

(H1
0 (Ω))3 + ‖ ψt(0) ‖2

(L2(Ω))3
+ ‖ η(0) ‖2

H2(Ω)≤ C

∫ T

0

∫
Ω
| ∇ηtt |2 dxdt. (158)

8.3 Divergence-free eigenfunctions of the Lamé system

In this section we discuss the existence of divergence-free eigenfunctions for the Lamé system, i. e.
the existence of vector-valued functions ϕ and real numbers γ such that

−∆ϕ = γ2ϕ in Ω; divϕ = 0 in Ω; ϕ = 0 on ∂Ω. (159)

When Ω si a ball or a spherical annulus, system (159) admits infinitely many linearly independent
solutions in any space dimension. The results of section 7.1 show that for most two-dimensional
domains the subspace of solution of (159) is of finite dimension. Indeed, as we have seen in section 7.1
this holds as soon as Ω is a two-dimensional bounded smooth domain without contacts of infinite order
with its tangent and such that it is not a ball or a spherical annulus of the form Ω = O\λO, O being
a ball and 0 < λ < 1. Thus, roughly speaking, a necessary and sufficient condition for the subspace of
solutions of (159) to be of infinite dimension is Ω to be a ball or a spherical annulus. This is essentially
a result due to C. A. Berenstein [B]. Indeed, in [B] it was proved that if Ω is a two-dimensional simply
connected C2,α domain in which (8.18) has an infinite number of linearly independent solutions, then
Ω is a ball.

The characterization of the domains such that the set of non trivial eigenfunctions satisfying (159)
is non-empty is an open problem.
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Appendix A: A decomposition Lemma

The object of this Appendix is to give a detailed proof of a decomposition result for vector fields
into solenoidal plus potential ones that will be used in Appendix B below.

Let I be an interval in IR. Let us denote by A the elliptic operator associated with the Lamé
system A = −µ∆− (λ+ µ)∇ div. Let u ∈

(
H1(Ω× I)

)n be a solution of

utt +Au = 0 in
(
D′(Ω× I)

)n (A.1)

with n = 2 or 3.
When n = 2 we set n′ = 1. Then, given a scalar function w = w(x1, x2) we denote by curlw =

(∂2w,−∂1w) the curl of w. When n = 3 we set n′ = 3.
Let J be a compact interval strictly contained in I.
The following holds:

Lemma A.1 The vector field u can be decomposed as

u = ∇v + curlw in
(
D′(Ω× J)

)n (A.2)

with
v ∈ L2(J × Ω), vtt − c2L∆v = 0 in D′(Ω× J); (A.3)

w ∈
(
L2(Ω× J)

)n′
;wtt − c2T∆w = 0 in

(
D′(Ω× J)

)n′ (A.4)

with
divw = 0 when n = 3. (A.5)

Moreover, (v, w) can be chosen such that (v, w) = R(w) where R is a linear continuous operator
from

(
H1(Ω× I)

)n into
(
L2(Ω× J)

)1+n′.
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Proof. Let k = k(x, t) be the solution of

∆k = u in Ω× I; k = 0 on ∂Ω× I. (A.6)

Taking into account that u ∈
(
H1(Ω× I)

)n solves (A.1) it is easy to see that ∂jt u ∈ L2
(
I;
(
H1−j(Ω)

)n)
for j = 0, 1, 2. Therefore ∂jt k ∈ L2

(
I;
(
H3−j(Ω)

)n) for j = 0, 1, 2. We set

f =
(
∂2
t − c2L∆

)
(div k) ∈ L2(Ω× I);

g =
(
∂2
t − c2T∆

)
(− curl k) ∈

(
L2(Ω× I)

)n′
.

Given ϕ ∈ D(I) such that ϕ = 1 in J , let α and β be the solutions of ∂2
t α = ϕf, ∂2

t β = ϕg such that
α ≡ β ≡ 0 for t << 0 small enough. We define

v = div k − α; w = − curl k − β. (A.7)

Let us check that (u,w) as in (A.7) satisfy the conditions of the Lemma.
Taking into account that A = −c2L∇ div +c2T curl curl we deduce that

∇f + curl g =
(
∂2
t +A

)
(∇ div k − curl curl k) =

(
∂2
t +A

)
(∆k) = 0.

This implies that ∇α+ curlβ = 0. Therefore,

∇v + curlw = ∇ div k − curl curl k = ∆k = u.

On the other hand (
∂2
t − c2L∆

)
v =

(
∂2
t − c2L∆

)
(div k)−

(
∂2
t − c2L∆

)
α

= f − ∂2
t α+ c2L∆α = 0 in D′(Ω×H),

since ∂2
t α = f and ∇α+ curlβ = 0 implies ∆α = 0.

Equation (A.4) can be checked in a similar way.
When n = 3,divw = −divβ satisfies ∂2

t (divβ) = ϕdiv g = 0 and divβ = 0 for t << 0. This
implies that divβ ≡ 0.

The fact that (v, w) = R(u) with R linear and continuous from
(
H1(Ω× (0, T ))

)n into(
L2(Ω× (0, T ))

)1+n′ is clear from the construction above.

Appendix B: H1 propagation along transversal rays.

In this Appendix Ω denotes an open, bounded, smooth set of IRn with n = 2 or 3 without contacts
of infinite order with its tangents.

As in Appendix A, A denotes the elliptic operator associated with the Lamé system. We will
also use the notions of characteristic manifold Char and transversal characteristic manifold Char(T )
introduced in previous Sections.

Let us also recall that, as we said in Section 4, for any ρ ∈ Char(T ) there is a unique ray
s 7→ γ(s) ∈ Char(T ) such that γ(0) = ρ.
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The object of this Appendix is to prove the following result that guarantees that the H1
ρ microlocal

regularity of solutions of the Lamé system with homogeneous Dirichlet boundary conditions propagates
along transversal rays:

Theorem B.1. Let u ∈ (D′(Ω× (0, T )))n be a solution of

utt +Au = 0 in
(
D′(Ω× (0, T ))

)n ;u = 0 on ∂Ω× (0, T ) (B.1)

with
divu ∈ L2(Ω× (0, T )). (B.2)

Then, H1-regularity propagates along transversal characteristic rays. In other words, if s 7→ γ(s) ∈
Char(T ) is a transversal characteristic ray

u ∈ H1
γ(s1) ⇔ u ∈ H1

γ(s2), ∀s1, s2. (B.3)

Proof. Equation
(
∂2
t +A

)
u = 0 guarantees that WFb(u) ⊂ Char. On the other hand, for ρ =

(x, ξ, t, s) ∈ Char such that x ∈ Ω and | τ |= cL | ξ |, condition divu ∈ L2(Ω × (0, T )) implies that
u ∈ H1

ρ . In order to prove (B.3) we use the decomposition u = ∇v + curlw of Lemma A.1.
For ρ ∈ Char(T ),∆v = divu ∈ L2

ρ and therefore vtt ∈ L2
ρ as well. Thus v ∈ H2

ρ since τ(ρ) 6= 0.
Consequently, u ∈ H1

ρ if and only if curlw ∈ H1
ρ or, equivalently, if w ∈ H2

ρ because of the fact that,
when n = 3,divw = 0.

The statement (B.3) is of local nature. Thus, it is sufficient to analyze the propagation near each
ρ in one of the following four situations:

(i) ρ = (x, t, ξ, s), x ∈ Ω, | τ |= cT | ξ |;
(ii) ρ = (y, t, η, s), y ∈ ∂Ω, | η | cL <| τ |;
(iii) ρ = (y, t, η, s), y ∈ ∂Ω, | η | cL =| τ |;
(iv) ρ = (y, t, η, s), y ∈ ∂Ω, | τ |< cL | η | .

Case (i): This case is a consequence of the classical result on the propagation of singularities in
the interior: We have u ∈ H1

ρ if an only if w ∈ H2
ρ and since

(
∂2
t − c2T∆

)
w = 0, the microlocal H2

regularity propagates along transversal rays.

Case (ii): In this case we are led to analyze the propagation near the boundary over points that are
hyperbolic both for ∂2

t − c2T∆ and ∂2
t − c2L∆. Since v ∈ H2

ρ , we also have ∇v|∂Ω×(0,T ) ∈ H1
ρ and since

u|∂Ω×(0,T ) = 0, curlw|∂Ω×(0,T ) ∈ H1
ρ as well. Let γ+ and γ− be the outcoming and incoming open half

rays at ρ. Suppose for instance that u ∈ H1
ρ on γ−. Then w ∈ H2

ρ on γ−. Thus, if w = w+ +w− is the
decomposition of w solution of

(
∂2
t − c2T∆

)
w = 0 near ρ in outcoming and incoming waves, we have

w− ∈ H2
ρ . Then since ρ is hyperbolic with respect to

(
∂2
t − c2T∆

)
we have curl (w+)|∂Ω×(0,T ) ∈ H1

ρ

and divw+|∂Ω×(0,T ) ∈ H1
ρ . Taking into account that both curl (w+) and divw+ satisfy an equation of

the form
(
∂2
t − c2T∆

)
h ∈ C∞ we deduce that curlw+ ∈ H1

ρ and divw+ ∈ H1
ρ over γ+ as well.

Case (iii): It corresponds to those points that are hyperbolic for ∂2
t −c2T∆ and glancing for ∂2

t −c2L∆.
This situation is described in the following figure:
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Figure B1.

We have to check, with the notations of the previous case, that w ∈ H2
ρ when w ∈ H2 over γ−.

We have again w = w+ + w− with w− ∈ H2
ρ . Then

∇v|∂Ω×(0,T ) + (curlw+)|∂Ω×(0,T ) ∈ H
1
ρ ; (B.4)

(divw+)|∂Ω×(0,T ) ∈ H
1
ρ ; (B.5)

∂w+

∂n

∣∣∣∣
∂Ω×(0,T )

= E1(w+|∂Ω×(0,T )) (B.6)

where E1 is a pseudo-differential operator of degree 1 with principal symbol ie1 = i
√

τ2

c2T
− | η |2.

From (B.4)− (B.6) we deduce that

v|∂Ω×(0,T ) − E−1

(
∂v

∂n

∣∣∣∣
∂Ω|×(0,T )

)
∈ H2

ρ

where E−1 is a pseudo-differential operator of degree −1 an principal symbol ie1/ | η |2.
Therefore, the scalar function v satisfies ∂2

t v − c2L∆v = 0; v ∈ H2
ρ

v|∂Ω×(0,T ) − E−1

(
∂v
∂n

∣∣∣
∂Ω×(0,T )

)
∈ H2

ρ .
(B.7)

The boundary condition in (B.7) satisfies the Lopatinski condition at the glancing point ρ. There-
fore, as a consequence of (B.7), we deduce that

v|∂Ω×(0,T ) ∈ H
2
ρ ;

∂v

∂n

∣∣∣∣
∂Ω×(0,T )

∈ H1
ρ . (B.8)

Using now (B.4)− (B.5) we deduce, as in case (ii) above, that w+ ∈ H2
ρ .

Case (iv): It corresponds to elliptic points for ∂2
t −c2L∆. At these points the Theorem of propagation

of the wave front set for solutions of

utt +Au = 0; u|∂Ω×(0,T ) = 0

by K. Yamamoto [Y2] is reduced to the propagation along transversal characteristic rays. On the
other hand, it is by now well known that the propagation result for the wave front set for systems that
are well posed in L2 implies the propagation of the Hs regularity for any s (see, for instance, Th. 3.3,
p. 1045 of [BLR]).
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