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A continuous adjoint approach to aerodynamic design for viscous compressible flow on unstructured grids is

developed. Sensitivity gradients are computed using tools of shape deformation of boundary integrals. The resulting

expressions involve second-order derivatives of the flow variables that require numerical solvers with greater than

second-order accuracy. A systematic way of reducing the order of these terms is presented. The accuracy of the

sensitivity derivatives is assessed by comparison with finite-difference computations, and the validity of the overall

methodology is illustrated with several design examples.

Nomenclature

A = inviscid Jacobian vector
Av = viscous Jacobian vector
CD = drag coefficient
CL = lift coefficient
Cp = pressure coefficient
C1 = �M2

1P1=2, reference dynamic pressure

C�d�p = target pressure coefficient
cp = specific heat at constant pressure
Dij = matrix of derivatives of the viscous flux

with respect to the gradients of the primitive
variables

d = force direction vector
ds = curve/surface integration measure
E = total energy
e = unit tangent vectors on a surface
F = Cartesian inviscid flux vector
Fv = Cartesian viscous flux vector
f, g, h = generic functions
f = force vector
f� = nondimensional force vector
G = surface sensitivity (local gradient)
gab = metric tensor on a surface
gab = inverse metric tensor on a surface
H = total enthalpy
Hm = mean curvature of a surface

Ieq = common surface contribution to the gradient
of the cost function

J = cost function
K = relative variation of integration measure
k = coefficient of thermal conductivity
L = matrix of left eigenvectors of inviscid

Jacobian
Lab = second fundamental form of a surface
M = @U=@V, transformation matrix between

conservative and primitive flow variables
M1 = freestream Mach number
n = unit normal vector
P = static pressure
P1 = freestream pressure
Pr = Prandtl number
R = gas constant
S = wall boundary
s = arc-length curve parameter
T = temperature
t = time
t = unit tangent vector
U = conservative flow variables
u, v, vi = Cartesian velocity components
V = primitive flow variables
v = velocity vector
W = characteristic variables
x = Cartesian coordinate vector
x, y, z = Cartesian coordinates
� = angle of attack; also normal boundary

deformation
�, � = tangent boundary deformation
�1 = “far field”
�bca = Christoffel symbols of a surface
� = ratio of specific heats
� = first difference
� = first variation
�ij = Kronecker delta function
� = curve parameter, also, second surface

parameter
� = curvature of a curve
� = diagonal matrix of inviscid eigenvalues
� = dynamic viscosity
�t = turbulent viscosity
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�, � = surface parameters
	 = density
� = adjoint stress tensor

 = Reynolds stress tensor
’ = adjoint velocity vector
�,  = adjoint variables
� = fluid domain

Subscripts

a; b; . . . = ath, bth; . . . parametric directions on a
surface (covariant)

i, j, k = Cartesian ith, jth, kth directions
n = normal derivative
tg = tangent derivative
x, y = Cartesian x, y components of a vector
1 = freestream reference quantity
jS = quantity evaluated on the boundary S

Superscripts

a; b; . . . = ath, bth; . . . parametric directions on a
surface (contravariant)

T = transpose of a matrix
v = viscous flow quantities
�1 = inverse of a matrix
� = derivative with respect to the curve

parameter

Mathematical symbols

r , r = nabla (gradient) operator
r tg = tangent derivative on a surface
@ = partial derivative
@a = @=@�a

@i = @=@xi
@n = normal derivative to curve/surface
@tg = tangent derivative to a curve
@x = @=@x
@y = @=@y
@� = fluid domain boundary

I. Introduction

T HE use of computational fluid dynamics (CFD) tools in
aerodynamic design optimization has grown in importance

within the last decade. In gradient-based optimization techniques, the
goal is to minimize a suitable cost or objective function (drag
coefficient, deviation from a prescribed surface pressure distribution,
etc.) with respect to a set of design variables (defining, for example,
an airfoil profile or aircraft surface). Minimization is achieved by
means of an iterative process which requires the computation of the
gradients or sensitivity derivatives of the cost functionwith respect to
the design variables.

Gradients can be computed in a variety of ways, the most actively
pursued recently being adjoint methods [1–5], which allow the
solution of general sensitivity analysis problems governed by fluid
dynamics models ranging from the full potential equation to the full
compressible Reynolds-averaged Navier–Stokes equations. Adjoint
methods are conventionally divided into continuous and discrete. In
the continuous approach, the adjoint equations are derived from the
governing partial differential equations (PDEs) and then
subsequently discretized, whereas in the discrete approach the
adjoint equations are directly derived from the discretized governing
equations.

Although the discrete adjoint method should give gradients which
are closer in value to exact finite-difference gradients, the continuous
adjointmethod has the advantage that the adjoint systemhas a unique
form independent of the scheme used to solve the flowfield system.
Numerical studies have shown that in typical shape optimization

problems in transonic flow the differences are small enough that they
have no significant effect on the final result [6].

The present work focuses on the continuous adjoint approach on
unstructured grids, for which several limitations have been
uncovered in the past such as the apparent inability of the method to
handle arbitrary cost functions and the need of flow solvers with
greater than second-order accuracy. The first problem is inherent to
the continuous approach (either inviscid or viscous, on structured as
well as unstructured grids) [7–10], but has not been encountered so
far in the discrete adjoint approach.As for the second problem,which
was first pointed out in [7], it stems from the need to compute
accurate second-order derivatives of the flow variables, which are
required for obtaining sensitivity derivatives from the continuous
adjoint approach for viscous flows on unstructured grids. As second-
order derivatives computed using data from a spatially second-order
accurate scheme (which are by far the most commonly encountered
schemes in unstructured flow solvers) are not consistent, in general,
this issue has been actually one of the major drawbacks to using the
continuous adjoint method on unstructured grids. On structured
grids, where mapping to a fixed computational space is possible, this
problem can be avoided [9]. The mapping technique has been
extended to optimization on unstructured grids for inviscid flows
[11,12], but a generalization to viscous flows is still lacking.

The present work aims precisely at filling some of those gaps by
presenting a systematic continuous adjoint formulation for design
optimization for viscous flows which is suitable for unstructured as
well as structured grids. The point of view adopted here is similar to
that in [7] and solves some of the drawbacks presented there. Indeed,
the need for accurate second-order derivatives of the flow variables
required for computing sensitivity derivatives for viscous flows is
solved with the development of a systematic way of reducing the
order of the higher derivative terms, which essentially amounts to
using the flow equations restricted to the boundary to convert normal
to tangent derivatives, and integrate by parts the latter to reduce the
overall order of derivatives. A few remarks concerning the class of
admissible optimization functionals are also made. In particular, it is
shown that, for steady, compressible viscous flows, arbitrary
functions of the pressure alone can be naturally optimized, and that
there is no need to formally include components from the viscous
stress tensor to obtain suitable boundary conditions for the viscous
adjoint equations.

The organization of the paper is as follows. The exposition begins
with a brief introduction to the continuous adjoint approach and a
detailed review of its application to aerodynamic design using the
Euler and Navier–Stokes equations. The caveats of the approach are
discussed and a proposal of resolution is put forward. Next, the
practical implementation of the method is described and supporting
numerical results are presented. Finally, an appendix contains a
compilation of useful formulas.

II. Continuous Adjoint Approach to Aerodynamic
Design Optimization

A. Formulation of the Problem

In what follows we will be interested in design optimization
problems within the continuous adjoint approach. In aeronautic
applications, the basic setup comprises a fluid domain� bounded by
a typically disconnected boundary @� which is conventionally
divided into a “far-field” component �1 and a wall boundary S.
Aeronautic optimization problems seek theminimization of a certain
cost function, such as the deviation of the pressure on S from a
prescribed pressure distribution in the so-called inverse design
problems, or integrated force coefficients (drag or lift) in force
optimization problems. In these examples the cost function can be
defined as an integral over the wall boundary S of a suitable function
f of the flow variables (collectively referred to as U)

J�
Z
S

f�U� ds (1)
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where ds denotes the appropriate integrationmeasure. Cost functions
involving domain integrals are also possible, but those will not be
considered in the present work.

Upon deformation of the control surface S, the cost function varies
due to the variation of the geometry and the change in the solution
induced by the deformation. Accordingly, the variation of the cost
function comprises essentially two terms

�J�
Z
�S

f�U� ds�
Z
S

@f

@U
�U ds (2)

The first, “geometric,” term can be expanded as follows [13]:Z
�S

f�U� ds�
Z
S

@f

@U
��x � r U� ds�

Z
S

f� ds (3)

where �x stands for the deformation of the points defining the
boundaryS and � dsdenotes the appropriate change in themeasure. If
f contains geometric quantities such as the unit normal to the
boundary n—as is the case, for example, in force optimization
problems—Eq. (3) takes the formZ

�S

f�U;n� ds�
Z
S

@f

@U
��x � r U� ds�

Z
S

@f

@n
� �n ds�

Z
S

f� ds

(4)

where �n is the variation in the boundary normal induced by the
deformation of the boundary. The contribution of Eq. (4) is readily
computable once the boundary deformation as well as the solution to
the flow equations in the unperturbed geometry is known.

As for the second termof Eq. (2), it involves the variation �U of the
flow variables under the perturbation. These can be obtained a priori
from the solution of the linearized flow equations (subject to the
appropriate boundary conditions), but this requires a flow evaluation
per independent perturbation. If the design space is large, the
computational cost is prohibitive. A convenient shortcut can be
found by resorting to the adjoint equations, which can be understood,
in a variational context, as consistency conditions for the Lagrange
multipliers (the adjoint variables) which enforce the flow equations
[2,3].

B. Aerodynamic Design with the Euler Equations

For the sake of completeness, the case of steady inviscid, two-
dimensional compressible flow will be addressed first. Although the
results that will be presented are not new, the discussion will serve as
an introduction to themethod and to illustrate how the same approach
can accommodate inviscid as well as viscous optimization problems
within a fully systematic and unified viewpoint.

The governing equations in this case are

r � F� @Fx
@x
�
@Fy
@y
� 0 in � U�

	
	u
	v
	E

0
BB@

1
CCA

Fx �

	u
	u2 � P
	uv
	uH

0
BB@

1
CCA; Fy �

	v
	uv

	v2 � P
	vH

0
BB@

1
CCA

(5)

In these definitions,	 is the density,u and v are theCartesian velocity
components, E is the total energy, and P andH are the pressure and
enthalpy, given by the following relations:

P� �� � 1�	
�
E � 1

2
�u2 � v2�

�
; H � E� P

	
(6)

where � is the ratio of specific heats. Equations (5) are subject to
characteristic-type boundary conditions [14] on the far-field
boundary �1, and to nontranspiration boundary conditions on solid
wall boundaries

v � n� unx � vny � 0 on S; v� �u; v�; n� �nx; ny�
(7)

The next step in the adjoint approach amounts to defining a
suitable cost function. Conventional cost functions include specified
pressure distributions (inverse design), force (drag or lift) or moment
coefficients, efficiency (i.e., lift over drag), etc. For inverse design the
appropriate definitions are

J� 1

2

Z
S

��Cp�2 ds �Cp � Cp � C�d�p

Cp �
P � P1
C1

; C1 �
1

2
�M2

1P1

(8)

whereC�d�p is the target pressure coefficient distribution, andM1 and
P1 are the freestream Mach number and pressure, respectively,
whereas for force optimization

J�
Z
S

Cp�nx cos�� ny sin�� ds� CD �drag coefficient�

J�
Z
S

Cp��nx sin�� ny cos�� ds� CL �lift coefficient�

(9)

or, in compact notation,

J�
Z
S

Cp�n � d� ds; d�
�
�cos�; sin�� �drag�
�� sin�; cos�� �lift� (10)

where� is the angle of attack.S is a closed curve corresponding to the
airfoil profile (or a disjoint union of several curves in the case of high-
lift devices) which can be described by the parameterization x��� �
�x���; y���� with parameter �. Dot notation will be used to indicate
differentiation with respect to �. If t� �tx; ty� denotes the unit
tangent vector to the curve, the following holds:

united tangent vector : t� _x

j _xj ; j _xj �
����dxd�

����� ����������������
_x2 � _y2

p
unit normal vector: n� �� _y; _x�j _xj
integration measure: ds� j _xjd�

curvature: �� _x �y� �x _y
j _xj3 � n � �xj _xj2

tangent derivatives: @tgf��� � t � r f�
df

ds
� 1

j _xj
df

d�
� 1

j _xj
_f

differential relations: @tgt�
1

j _xj
_t� �n; @tgn�

1

j _xj _n���t

(11)

where a parameterization is picked such that n is the exterior unit
normal. A generic deformation of the boundary can be described as
follows:

�x��� � ����n� ����t (12)

where tangential and normal deformations have been explicitly
separated, being quantified by ���� and ����—not to be confused
with the angle of attack—, respectively. [Even though it is a standard
fact that every sufficiently small deformation of a curve can be
described by a normal deformation alone (tangent deformations
being equivalent to reparameterizations of the curve), the use of
nonnormal deformations is nevertheless so widespread in the
aeronautics literature that we prefer to keep the tangent component
explicitly.]

For sufficiently small values of the deformation, the following
holds:
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� _x� � _�� �j _xj��n� � _� � �j _xj��t

� ds�
�

_x � � _x
_x2 � _y2

�
ds� �@tg� � ��� ds �t� ���� @tg��n

�n������ @tg��t (13)

By using Eqs. (2–4) and (11–13), the variation of the said cost
functions (8) and (10) are

�

�
1

2

Z
S

��Cp�2 ds
�
�
Z
S

�
�Cp
C1
��x � r P� � K ��Cp�

2

2

�
ds

� 1

C1

Z
S

��Cp�P� ds (14)

where K � � _x � � _x�=� _x2 � _y2� for inverse design, and

�

Z
S

Cp�n � d� ds�
Z
S

�
1

C1
�n � d���x � r P� � KCp�d � n�

� Cp�d � �n�
�
ds� 1

C1

Z
S

��n � d��P� ds (15)

for force optimization. The terms in Eqs. (14) and (15) and which
involve the pressure variation �P cannot be computed without
explicitly solving the linearized flow equations. The alternate
strategy, which has now become standard lore, is to resort to the
adjoint equations, which give an elegant and computationally
economical way to computing the unknown terms. The starting point
is the linearized flow equations, which in the inviscid 2-D case are

r � �F� @x��Ax�TM�1�U� � @y��Ay�TM�1�U�
� r � �ATM�1�U� � 0 in �

AT � ��Ax�T; �Ay�T�; �Ax�T �
@Fx
@V

; �Ay�T �
@Fy
@V

M�1 � @V
@U

; V �

	

u

v

P

0
BBBB@

1
CCCCA (16)

where, for later convenience, the inviscid Jacobians have been
written in terms of primitive variables V (see the Appendix for
details). Boundary conditions for �U at thewall are obtained from the
linearization of the nontranspiration boundary condition Eq. (7) on
the wall

n � �v�����x � r �v	 � n � �n � v on S (17)

On the far-field boundary, the appropriate boundary conditions are
obtained from those of U as follows. Let L�1 be the matrix of left
eigenvectors of the Jacobiann �ATM�1 and� the diagonalmatrix of
eigenvalues. Therefore,

n �ATM�1 � L�L�1; W � L�1U (18)

whereW are characteristic variables. On the far-field boundary with
characteristic-type boundary conditions on the flow variables, the
propagation of information is based on the sign of the eigenvalues.
Along incoming characteristics, that is, for negative eigenvalues, the
corresponding characteristic variables are given in terms of
freestream quantities such as the Mach number, the angle of attack,
etc. If those are kept fixed by the perturbation, the corresponding
variations vanish

L�1�Ujneg: eigenvalues � 0 (19)

The linearized flow equations are next multiplied by the vector of
adjoint variables

�T �

 1

 2

 3

 4

0
BB@

1
CCA (20)

and integrated over the flow domain �

0�
Z
�

��r � �F� d��
Z
�

��@x��Ax�TM�1�U�

� @y��Ay�TM�1�U�� d� (21)

Integrating by parts in Eq. (21) gives

0��
Z
�

�UT�M�1�T�A � r �T� d�

�
Z
�1

��n �ATM�1��U ds�
Z
S

��n �ATM�1��U ds (22)

Each of the three terms in Eq. (22) is forced to vanish
independently. The first one, which is a domain integration, vanishes
provided that � satisfies the steady-state inviscid adjoint equation

�M�1�TA � r �T � 0 (23)

On the far-field boundary, incoming characteristics for �
correspond to outgoing characteristics for �U, and vice versa.
Consequently, in view of Eq. (19) it is possible to choose boundary
conditions for � such that

��n �ATM�1��U� ��L���L�1�U� � 0 (24)

that is, by setting to zero the adjoint variables corresponding to
outgoing characteristics [2,7] or positive � eigenvalues.

�Ljpos: eigenvalues � 0 (25)

Along incoming characteristics, the corresponding adjoint
variables on the boundary are extrapolated from the interior of the
domain.

All that is left from Eq. (22) is a boundary contribution at the solid
wall S, which boils down to the following relation:

0�
Z
S

��n �ATM�1��U ds�
Z
S

�n � �v��	 1 � 	v � ’

� 	H 4� ds�
Z
S

�n � ’��P ds (26)

where, for convenience, the vector ’� � 2;  3� has been defined,
or, equivalently,

Z
S

�n � ’��P ds��
Z
S

�n � �v��	 1 � 	v � ’� 	H 4� ds (27)

In view of Eqs. (14) and (15) it can be seen that if the adjoint
variables satisfy the following boundary conditions

n � ’jS �
�Cp
C1

�inverse design�

n � ’jS �
1

C1
�d � n� �force optimization�

(28)

the complete variation of the cost functions for the inverse design and
force optimization are
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�

�
1

2

Z
S

��Cp�2 ds
�
�
Z
S

�
�Cp
C1
��x � r P� � K ��Cp�

2

2

�
ds � Ieq

�

Z
S

Cp�n � d� ds�
Z
S

�
1

C1
�n � d���x � r P� � KCp�d � n�

� Cp�d � �n�� ds � Ieq

where Ieq �
Z
S

�n � �v��	 1 � 	v � ’� 	H 4� ds

n � �vjS �����x � r �v	 � n � �n � v (29)

Notice that even though Ieq in Eq. (29) contains the variation of the
velocity vector �v, it is not necessary to solve the linearized flow
equations (16) to actually compute its value. Indeed, Ieq only
involves the normal component of �v on the wall, whose value in
terms of geometric quantities and flowfield variables is given by the
linearized boundary condition (17).

It is interesting to compare the results in Eq. (29) to previous
works, such as, for example, Eqs. (27a)–(28b) in [7], and particularly
to Eq. (27) for the variation of the inverse design cost function in
Jameson–Kim’s reduced gradient formulation [15], which, although
presented in a seemingly different form, is exactly the same as in
Eq. (29).

Finally, plugging in Eq. (29) the actual values of K, �x, �n from
Eqs. (11–13) and integrating by parts where appropriate, using
@tgt� �n, @tgn���t, and

R
S�@tgf�s�� ds� 0, Eq. (29) can be cast

in the form

�

�
1

2

Z
S

��Cp�2 ds
�
�
Z
S

�
�Cp
C1

@nP � �
��Cp�2

2

�
� ds � Ieq

�

Z
S

Cp�n � d� ds�
Z
S

1

C1
�d � r P�� ds � Ieq

where Ieq ��
Z
S

��r � v��	 1 � 	v � ’� 	H 4�

� �t � v�@tg�	 1 � 	v � ’� 	H 4��� ds (30)

where @n � n � r is the normal derivative to the surfaceS. As is clear
fromEq. (30), thefinal expressions for the complete variations do not
depend on the tangent component � of the deformation, as expected.
Likewise, the (normal) deformation parameter has been isolated so
that the variation can be written in the generic form

�J�
Z
S

G� ds (31)

where, for example, the expression for the force optimization
problems is

G� 1

C1
�d � r P� � �r � v��	 1 � 	v � ’� 	H 4�

� �t � v�@tg�	 1 � 	v � ’� 	H 4� (32)

Notice that G is essentially a local gradient. As such, it gives for
each point on the surface the optimal deformation direction, that is to
say, the size of the deformation in the normal direction which
produces the largest variation in the cost function. This result opens
the possibility to substitute the standard deformation functions (such
as Hicks–Henne functions, Bézier polynomials, etc.) byG (with the
appropriate modifications to account for possible geometric
restrictions).

Repeating the computation for a more general pressure-dependent
cost function such as Z

S

g�P;n� ds

the variation is

�

Z
S

g�P;n� ds

�
Z
S

�
@g

@P
��x � r P� � @g

@n
� �n� Kg�P;n�

�
ds � Ieq (33)

where Ieq is the same as in Eq. (29), and the following boundary
conditions hold:

n � vjS � 0

n � �vjS �����x � r �v	 � n � �n � v

n � ’jS �
@g

@P

(34)

Proceeding with Eq. (33) as in the derivation of Eq. (30), the
following expression is obtained:

�

Z
S

g�P;n� ds�
Z
S

�
@g

@P
@nP�

�
@tg
@g

@n

�
� t

� �
�
g � @g

@n
� n
��
� ds � Ieq (35)

which gives

G� @g
@P
@nP�

�
@tg
@g

@n

�
� t � �

�
g � @g

@n
� n
�

� �r � v��	 1 � 	v � ’� 	H 4�
� �t � v�@tg�	 1 � 	v � ’� 	H 4� (36)

in the general case.
In this sectionwe have reviewed the formulation of the continuous

adjoint approach for inviscid flows and we have applied it to the
computation of sensitivities of cost functionswhich depend solely on
the pressure. One could wonder as to the possibility of dealing with
more general cost functions depending on flow variables other than
the pressure. In this regard, it has been known for some time that cost
functions which do not depend exclusively on the pressure do not
lead a priori to well-posed continuous, inviscid adjoint systems [7–
9]. However, it has been argued [10] that it is possible to lift the
restriction on the allowed cost functions if the flow equations
restricted to the boundary are explicitly taken into account.

Before moving on to consider viscous aerodynamic design, we
will briefly comment on the issue of mesh sensitivities. Mesh
sensitivities in the context of numerical approximations of PDE
constitute a broad subject. In the present context it arises due to the
contributions that the numerical mesh or grid introduces in the
variations of the discrete functional that mimics the continuous
functional to be optimized. In other words, mesh sensitivities reflect
the effect of changing the grid, which is a contribution of purely
numerical origin and, as such, appear naturally in the discrete adjoint
approach, and also in the gradients obtained by finite differences.

The issue of mesh sensitivities in aeronautical optimal design has
been previously treated in a number of articles. Jameson’s original
formulation for the continuous adjoint gradient [3] contained a field
integral which incorporated the effect of the mesh variations
throughout the domain, in the form of the variation of the mapping
function. Numerical experiments conducted in [15] to assess the
accuracy of the reduced gradient formulas for Euler flows showed
that while the original adjoint gradients (which incorporate the effect
of the mesh variation) are slightly better than the surface adjoint
gradients (in terms of agreement with finite difference and complex-
step gradients), the discrepancies decrease as the mesh is refined (in
structured grids). On the other hand, it has been pointed out in [7] that
mesh sensitivity terms are critical in obtaining accurate derivatives
for geometries with singularities on unstructured grids. In particular,
it is shown that although the effect of the grid sensitivities on the
value of the gradients at generic points of the boundary decreases as
the grid is refined, this is not the case in the vicinity of geometric
singularities such as the trailing edge, where errors caused by
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ignoring the contribution of the mesh sensitivities do not vanish as
the mesh is refined. Roughly speaking, one may expect mesh
sensitivities to be more relevant for problems in which solutions are
less regular and, accordingly, their numerical approximations more
sensible to changing the mesh.

Mesh sensitivities have not been explicitly taken into account in
this work, and no attempt has beenmade to assess their impact on the
results presented here. The comparison of the gradients obtainedwith
our continuous adjoint formulation and those obtained via finite
differences show a very good agreement and this can be viewed as an
indication of the correctness of the formulation. However, as
mentioned above, geometries with singularities or solutions with
shocks will probably require a more sophisticated optimization
strategy involving a mesh sensitivity analysis (see [16] for a
discussion of the impact of shock discontinuities on flow solutions).
This can be done, for example, by including the particular
methodology used to deform the mesh in the computation of the
gradients (as in [3]).

In any case, any algorithm has to deal, in one way or another, with
changing grids. In our numerical simulations this has been done in an
automatic way by redefining the mesh in each new domain, after
deformation, by simply using a spring analogy of the so-called
matricial method [17]; see also Sec. V.C. Of course, more accurate
simulation methods should include also the possibility of optimizing
the mesh in each iteration of the optimization process, that is, after
each deformation of the geometry. This has not been done so far and
needs further work. But there is a solid theoretical background for
developing such methods, based on adjoint techniques (see, for
example [18] and references therein) which allow optimizing the
mesh to guarantee a better approximation of the solution of the state
equation. It is worth underlying that our approach allows
incorporating such mesh sensitivity tools in a modular way so that,
as shown in this paper, themethodmay also work by replacing it by a
simpler and more systematic or automatic method for mesh
adaptation. A complete analysis of the possible combination of the
methods developed in this paper and mesh sensitivity techniques is
still under development.

C. Aerodynamic Design with the Navier–Stokes Equations

The governing equations, for viscous laminar flows in two
dimensions, are

r � F� r � Fv in � (37)

where F� �Fx; Fy� has been defined in Eq. (5) and

Fvx �

0


xx

xy

u
xx � v
xy � k @T@x

0
BB@

1
CCA; Fvy �

0


xy

yy

u
yx � v
yy � k @T@y

0
BB@

1
CCA
(38)

The viscous stresses may be written as


xx �
2

3
�

�
2
@u

@x
� @v
@y

�
; 
xy � 
yx � �

�
@u

@y
� @v
@x

�


yy �
2

3
�

�
2
@v

@y
� @u
@x

� (39)

where � is the laminar viscosity coefficient. The coefficient of
thermal conductivity and the temperature are computed as

k�
cp
Pr
�; T � P

R	
(40)

where cp is the specific heat at constant pressure, Pr is the Prandtl
number, and R is the gas constant. Turbulent flows can be
incorporated by adding to � the turbulent viscosity coefficient �t,
whose value is computed by means of a suitable turbulence model,
but this possibility will not be considered in this work. (The

generalization of the continuous adjoint approach to include the
Spalart–Allmaras turbulencemodel is currently under investigation.)
Equation (37) is supplemented with characteristic-type boundary
conditions on the far field, and nonslip conditions on solid walls

u� v� 0 on S (41)

An additional boundary condition has to be imposed on the
temperature on solid walls, which can be either adiabatic or
isothermal (constant temperature)

@nTjS � n � r TjS � 0 adiabatic

TjS � T0 constant temperature
(42)

The corresponding linearized flow equations are from Eqs. (37–
42); see [8],

r � ��A�Av�TM�1�U� � @x
�
DT
xxM

�1 @

@x
�U�DT

xyM
�1 @

@y
�U

�

� @y
�
DT
yxM

�1 @

@x
�U�DT

yyM
�1 @

@y
�U

�
� 0 in � (43)

where the matrices are

A�
�
@F

@V

�
T

; Av ��
�
@Fv

@V

�
T

Dxx �
�
@Fvx
@�@xV�

�
T

; Dxy �
�
@Fvx
@�@yV�

�
T

Dyx �
�
@Fvy
@�@xV�

�
T

; Dyy �
�
@Fvy
@�@yV�

�
T

(44)

supplemented with the following boundary conditions:

L�1�Ujincoming characteristics � 0 on �1

�ujS ���x � r u���@nu
�vjS ���x � r v���@nv
n � r �TjS ���n � r T � ni�xj@j@iT adiabatic

�TjS ���x � r T constant temperature

(45)

where the summation over repeated indices is understood, that is,

ni�xj@j@iT � nx�xx@x@xT � nx�xy@y@xT � ny�xx@x@yT
� ny�xy@y@yT (46)

The issue of defining relevant cost functions and determining their
variations is considered next. The structure of the complete objective
functions can be determined by examining the boundary termswhich
arise when the adjoint equation is derived from the linearized flow
equations in the way discussed in the previous section.

As was done in the inviscid case, the linearized flow equations are
multiplied by the vector of adjoint variables and integrated over the
domain �. The resulting expression is then integrated by parts to
produce a domain term and boundary terms supported on the solid
wall and far-field boundaries. Vanishing of the domain term is
tantamount to the adjoint flow equations

�M�1�T�A�Av� �r �T � @

@x

�
�M�1�T

�
Dxx

@�T

@x
�Dyx

@�T

@y

��

� @

@y

�
�M�1�T

�
Dxy

@�T

@x
�Dyy

@�T

@y

��
� 0 (47)

The terms supported on the far-field boundary can be eliminated
with appropriate boundary conditions for the adjoint variables.
Finally, the contribution at the solid wall boundary yields the
following relation:
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 � �v� n �� � �v� ds

�
Z
S
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 � ’� ds� 0 (48)

where nonslip boundary conditions have already been enforced on
the velocity components, and
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In view of Eqs. (45) and (48), the following combination of cost
functions and adjoint boundary conditions are possible on adiabatic
walls Z

S

g�f ; T� ds; f � Pn � n � 


� 2;  3� �
�
@g

@fx
;
@g

@fy

�
; k@n 4 �
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@T

(50)

with the corresponding variation being

�

Z
S

g�f ; T� ds�
Z
�S

g ds � Ieq

where Ieq �
Z
S

��n � �v��	 1 � 	H 4�

�  4n � 
 � �v� n �� � �v � k 4@n�T� ds
�v���@nv; @n�T ���n � r T � ni�xj@j@iT

(51)

whereas on constant temperature walls one findsZ
S

h�f ; k@nT� ds; f � Pn � n � 
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@fx
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�
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with variation

�

Z
S

h�f ; k@nT� ds�
Z
�S

h ds � Ieq

where Ieq �
Z
S

��n � �v��	 1 � 	H 4� �  4n � 
 � �v

� n �� � �v� k�@n 4��T� ds
�v���@nv; �T ���x � r T

(53)

Therefore, the Navier–Stokes equations allow a priori optimiza-
tion with respect to any of the components of the total force exerted
by the fluid on the wall (including both the pressure and the viscous
stress terms), as well as with respect to surface temperature
distributions—for adiabatic boundary conditions—or surface heat
flux—for constant temperature boundary conditions; see [8], where
the same conclusions were obtained. It should be noticed, however,
that from the above expressions it is clear that functions that depend
solely on the pressure are allowed. This is an issue that has not been
sufficiently clarified in the literature, so it is worthwhile to discuss it
in some detail. It has been argued (see, for example, [7,9]) that in
allowable cost functions for viscous flows, the pressure must be
accompanied by viscous terms to obtain a consistent set of boundary
conditions for the adjoint variables, even in those cases where it is
possible to show that the viscous terms actually vanish.Wewill show

below that, for steady compressible viscous flows, as well as for
general, possibly unsteady, incompressible viscousflows, no viscous
terms are required, not even formally, for any pressure-dependent
cost function. (In [10] it is shown, with a different reasoning, that
functions that depend on the pressure alone are allowed.)

The result follows from noticing that functions such as those in
either Eq. (50) or Eq. (52) with the following structure:Z

S

g�f � n� ds (54)

where the possible dependence on the temperature has been ignored,
actually depend on the pressure alone, because

f � njS � P� n � 
 � njS � P (55)

where it has been used that for steadyflows �n � 
 � n�jS � 0.Wewill
now offer a proof of this identity, which also establishes its range of
validity. Let us then consider a general, unsteady, viscous flow. For
such a flow, on a solid wall with no-slip boundary conditions the
following relation holds:

�n � 
 � n�jS �
4

3
�r � vjS ��

4

3
�
1

	

@	

@t
(56)

(where the last equality follows from the restriction of the continuity
equation to thewall). FromEq. (56) it follows that �n � 
 � n�jS is zero
for steady flows (compressible or incompressible), such as those
considered in the present work, as well as for general, possibly time-
dependent, incompressible flows.

Having established that cost functions of the form (54) depend
only on the pressure, the procedure for obtaining their gradients and
adjoint boundary conditionswill be explained. The shape variation is
as follows:

�
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g�P� ds�
Z
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�
dg
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��x � r P� � Kg�P�
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�
dg

dP
�P
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(57)

The last term can be computed from Eq. (48) asZ
S

�
dg

dP
�P

�
ds�

Z
S

dg

dP
�n � �
 � n� ds� Ieq (58)

provided that the adjoint variables satisfy the following boundary
conditions:

’ jS �
dg

dP
n (59)

The a priori unknown term in Eq. (58) containing the variation of
the stress tensor can be obtained from the linearization of relation
(56)

n � �
 � njS � 2�n � 
 � njS � ninj�x � r 
ij � 0 (60)

from where it finally follows that

�
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g�P� ds�
Z
S

�
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dP
��x � r P� � Kg�P�

�
ds

�
Z
S

dg

dP
�2�n � 
 � n� ninj�x � r 
ij� ds � Ieq (61)

Equations (59–61) show that for steady, compressible viscous
flows, as well as for general, possibly unsteady, incompressible
viscous flows, arbitrary functions of the pressure alone allow one to
obtain a consistent set of boundary conditions for the adjoint
equations without the need to include viscous terms, not even
formally. The key point in the argument is the explicit utilization of
Eq. (60).

The result of Eq. (61) can be illustrated by the case of prescribed
surface pressure. (In this case, it has been shown in [7] that for steady
incompressible viscous flows, the specification of a pressure
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distribution is allowable at the cost of introducing additional viscous
terms, which actually vanish, but that are nevertheless formally
required for the derivation of the boundary conditions for the adjoint
equations.) For such a case the cost function is customarily defined as
[7,9]

J� 1

2

Z
S

�g�Cp�2 ds; g�Cp ��Cp �
1

C1
�n � 
 � n� (62)

which is actually

J� 1

2

Z
S

��Cp�2 ds

once Eq. (56) is taken into account. According to Eq. (61), this
function has a variation

�J�
Z
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�
�Cp
C1

�x � �r P� njnir 
ij� �
1

2
K��Cp�2

� 2
�Cp
C1
��n � 
 � n�

�
ds � Ieq (63)

and requires the following adjoint boundary conditions:

� 2;  3�jS �
�Cp
C1
�nx; ny�

@n 4jS � 0 �adiabatic�
 4jS � 0 �constant temperature�

(64)

To end this section, the cost functions for force optimization
problems will be spelled out in detail. The function for total (i.e.,
including viscous effects) force optimization is

J�
Z
S

�f� � d� ds; f� � Cpn �
1

C1
n � 


d�
�
�cos�; sin�� �drag�
�� sin�; cos�� �lift�

(65)

which has a variation

�J�
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1

C1
���x � r P��n � d� � nidj�x � r 
ij� � K�f� � d�

� �n �
�
Cpd �

1

C1

 � d

��
ds � Ieq (66)

and requires the adjoint boundary conditions

� 2;  3�jS �
1

C1
�dx; dy�; @n 4jS � 0 �adiabatic�

 4jS � 0 �constant temperature�
(67)

From the above discussion it is clear that it is also possible to
consider optimization problems involving the pressure force alone.
The resulting formulas follow from Eqs. (59) and (61).

In this section, a viscous continuous adjoint method for evaluating
sensitivity derivatives has been described, which can be seen as an
extension to the case of compressible flows of the methodology
introduced in [7]. However, as was pointed out in [7] and can be seen
from the above results, the evaluation of sensitivity derivatives for
viscous flows requires the computation of second-order derivatives
of the flow variables. [See, for example, Eq. (51), which involves the
Hessian of the temperature through the linearization of the adiabatic
boundary condition, and Eq. (66), which involves the gradient of the
stress tensor.] But this is, in fact, one of themajor drawbacks to using
the continuous adjoint for unstructured meshes, because the accurate
numerical evaluation of such derivatives would require in general a

spatially third-order accurate scheme [second derivatives computed
from second-order accurate numerical data are generically
inconsistent as both the second derivatives and their truncation
error are generically of the same order O�h0� in terms of the grid
spacing h], which is actually beyond the capabilities of most
unstructured flow solvers. A natural solution seems to be to increase
the accuracy of the numerical scheme, which not only represents a
significant level of effort, but is actually out of reach for those users
which work with commercial solvers as flow-analysis tools. Another
possible solution is to use the mapping techniques advocated by
Jameson [9], but those are more suited to structured grids, and their
implementation in viscous unstructured solvers is to some extent
unnatural and computationally costly; recall that a surface
formulation of the viscous adjoint gradients employing mapping
techniques is not available, and that the evaluation of field integrals
involving mesh movement terms for general unstructured grids can
incur significant computational costs [15].

Using different, alternative ways to compute second derivatives
does not provide a generic solution either. While it would be
possible, though improbable, that for a particular second-order
accurate numerical scheme of the flow solver, with a particular grid
and a particular way of computing the second derivative, the leading
O�h0� term of the truncation error of the second derivatives (and
hence of the gradient of the cost function) vanishes, this is definitely
not a generic situation. The aim of this work is precisely to provide a
systematic solution which, without the need for further numerical
developments in the flow solver, yields a consistent expression for
the gradients within the continuous adjoint approach.

Some of these considerations were already made in [7], where the
proposed solution was to abandon the purely continuous adjoint
approach in favor of a hybrid discrete approach.

It turns out that there exists a simpler alternative which allows
maintaining the continuous adjoint framework while avoiding the
cost of increasing the accuracy of the entire flowfield. The basic idea,
which will be shown in the next section, is that it is possible to reduce
the order of derivatives by using the restriction to the boundary of the
(steady-state) flow equations

r � v� 0; r � 
 � r P; r � �kr T� � �
:rv
where 
:rv �: 
ij@ivj � 
xx@xu� 
xy@xv� 
yx@yu� 
yy@yv

(68)

In this way, the resulting gradients can be written in terms of first
derivatives of the flow and adjoint variables only. But first
derivatives computed from second-order accurate data with a first-
order accurate method are generically first-order accurate and
therefore consistent, which makes the technique suitable for
application with most flow solvers.

III. Reduction of the Higher Derivative Terms

The first term to be considered, which involves second derivatives
of the temperature, appears in Ieq on solid walls with adiabatic
boundary conditions [see Eq. (51)] and thus affects the computation
of every cost function on such walls. It has the form

Ieq � � � � �
Z
S

k 4�@n�T� ds� � � � �
Z
S

k 4ni�xj�@j@iT� ds (69)

The Hessian operator @i@j on S can be expressed in terms of
tangent and normal derivatives. Tangent derivatives pose no problem
as they can be readily integrated by parts, thereby reducing the
number of derivatives. Normal derivatives, on the other hand, cannot
be integrated by parts along S, but can be converted into tangent
derivatives by using the flow equations and boundary conditions on
S. The idea is as follows. Taking into account Eq. (12), Eq. (69) can
be recast in the form
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where the following identities have been used:

@tg �
:
t � r � ti@i; @n �

:
n � r � ni@i

ninj@i@j � @2n; titj@i@j � @2tg � �@n
nitj@i@j � @n@tg � @tg@n � �@tg

(71)

As for the term containing two normal derivatives, it can be
rewritten as follows:

k@2nTjS � r �kr T�jS � @tg�k@tgT� � �
:rv � @tg�k@tgT� (72)

where use has beenmade of the energy equation on the boundary [see
Eq. (68)] as well as of the Neumann boundary condition for the
temperature. Introducing Eq. (72) into Eq. (70) the following
expression results:
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k 4���@tgT� ds (73)

There still remains a term with two tangent derivatives, which can
be tackled by integration by parts
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Hence, the final expression results for Ieq on adiabatic solid walls
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Equation (75) can be further reduced by noting that, fromEq. (13),

�n������ @tg��t (76)

which, when substituted into Eq. (75) yields
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Taking into account that �v���@nv, Eq. (77) can be written as

Ieq �
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Additional terms containing second derivatives of the velocity
field appear for cost functions involving the stress tensor; see
Eqs. (63) and (66). For force optimization problems the disturbing
term is of the form

�
Z
S

nidj��x � r �
ij�� ds��
Z
S

nidj�xk@k�
ij� ds

��
Z
S

�djnink�@k
ij� ds�
Z
S

�djnitk�@k
ij� ds

��
Z
S

�djni�@n
ij� ds �
Z
S

�djni�@tg
ij� ds (79)

As before, the trick is to convert the normal derivatives to tangent
derivatives by resorting to the flow equations. It follows from the
identity

ni@n
ij 
 n � @n
 � r � 
 � t � @tg
 (80)

and themomentum equation,r � 
jS � r P, that Eq. (79) can be cast
in the form
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where

�x? � �n � �t (82)

Therefore, from Eqs. (66) and (81) it follows that
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where like terms have been grouped for later convenience. It is
possible to further reduce Eq. (83) by using Eqs. (11–13) and (82),
which can be combined in the identity

Kn� �n� �@tg� � ���n � ���� @tg��t� @tg�x? (84)
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Likewise,
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Together, Eqs. (83–85) yield finally
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This result leaves for the local gradient G in this case the final
expression [see Eq. (78)]:
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As for inverse design problems, the reduction of the higher
derivative terms makes it possible to rewrite the expression (63) as
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IV. Extension to 3-D

The previous results can be readily extended to the case of 3-D
flows. The governing equations are a direct generalization of Eq. (37)
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where v1, v2, and v3 are the Cartesian velocity components, �ij is the
Kronecker delta function, and
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�
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� 2

3
�ij
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�
(91)

are the viscous stresses. In what follows, Latin indices from the
middle of the alphabet i; j; k; . . . ;�1, 2, 3 will denote 3-D Cartesian
coordinates, xi � �x; y; z�. The repeated index i implies summation
over i� 1–3.

The solid walls will be represented in 3-D by a closed surface S (or
union thereof) described by a parameterization x��; ���
�x��; ��; y��; ��; z��; ��� with parameters ��; �� which we shall refer
collectively to as �a, with Latin indices from the beginning of the
alphabet a; b; c; . . . ;�1, 2 denoting parametric directions on the
surface. Let ea denote the tangent vectors to the surface

corresponding to the given ��; �� parameterization and assume that
the parameterization is picked such that n� �e1 � e2�=je1 � e2j is
the exterior unit normal to the surface. The surface integration
measure is now ds� je1 � e2jd� d�. A generic deformation of the
boundary can be described as follows:

�x��; �� � ���; ��n� �a��; ��ea (92)

For sufficiently small values of the deformation, the following holds:

�ea � �@a�� �bLab�n�
�
@a�

b � �c�bca � �Lacgcb
	
eb

�n��gab�@a�� �cLac�eb

� ds�
�
@a�

a � �c�aca � �Labgab
	
ds� �r tg � � � 2Hm�� ds

(93)

where gab is the inverse metric tensor,Lab is the second fundamental
form, �cab are the Christoffel symbols, and Hm � Labgab=2 is the
mean curvature of the surface; hence, in passing from 2-D to 3-D the
replacement

K2-D � @tg� � ��! K3-D � r tg � � � 2Hm�

needs to be done in the curvature term of the geometric part of the
variation described in Eq. (3).

As in 2-D, the analysis of the variation of the usual objective
functions (lift/drag, inverse design) unveils terms containing second
derivatives of flow variables. Proceeding as above, these terms can
be reduced, resulting in

�

Z
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�
Cp�n � d� �
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�n � 
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�
ds��Ieq �

Z
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G� ds

G� �n � @nv��	 1 � 	H 5� � n �� � @nv �  5�n � 
 � @nv�
�  5�
ij@ivj� � k�r tg 5� � �r tgT� (94)

for lift/drag optimization problems. Also, for prescribed surface
pressure the following expression results:
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�Cp
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 � r tg��
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 � r tg�Cp�

�
ds � Ieq (95)

V. Brief Description of the Numerical Implementation
and Summary of Results

All the final formulas of this paper have been implemented in the
2-D cell-vertex finite-volume code NENS (no estructurado Navier–
Stokes) (developed by INTA) that solves the Navier–Stokes
equations on unstructured meshes using an edge-based data
structure. To simplify the implementation of the adjoint equations,
most of the original subroutines of the direct (flow) solver have been
used (edge-based data structure, time integration scheme, multigrid
scheme, etc).

The analytical expressions developed in this paper have been
tested and some results will be shown to demonstrate the quality of
the gradients calculated using this approach both in Euler and
laminar Navier–Stokes problems. Also, a full optimization problem
is exhibited with the purpose of demonstrating the potentiality of the
developed software.

A. Numerical Implementation

1. Spatial Discretization

A finite-volume discretization is used to solve both the direct and
adjoint equations. The finite-volume discretization is obtained by
applying the integral formulation of the governing equations to a
control volume consisting of a cell of the median-dual mesh
surrounding each node. A time-marching strategy is used to obtain
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the steady solution [19,20]. For the flow equations, a central scheme
with Jameson–Schmidt–Turkel (JST)-type scalar artificial dissipa-
tion [14,19] or a Roe-type upwind scheme with linear reconstruction
[21] is used for the discretization of the convective flux, while
viscous fluxes are computed with a node-gradient-based approach
due to Weiss et al. [19,22], resulting in second-order spatial
accuracy. For the adjoint equation

@
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fvikSik �Qv

i Vi

�
(96)

where� is the vector of adjoint variables,F is the adjoint convective
flux, Fv is the adjoint viscous flux, Qv is an adjoint viscous source
term, and the surfaces Sik (edges in 2-D) form the control volume of
the dual mesh for the node i. The scheme for the adjoint convective
flux is based on a central discretization with dissipation terms of
either artificial dissipation type or upwind flux. The artificial
dissipation between two nodes 0 and 1 can be expressed as follows:

d01 � "�r2�0 � r2�1�’01�01

where r2�0 �
Xneighbor
k�1
��k ��0� � �n0�0 �

Xneighbor
k�1
��k�

�01 � �jv01 � n01j � c01�S01; v01 �
v0 � v1

2

c01 �
c0 � c1

2
(97)

where " is an adjustable parameter, �01 is the local spectral radius,r2

denotes the undivided Laplacian operator, v01 and c01 denote the
fluid speed and sound speed at the cell face, n01 denotes the unit
vector normal to the face of the control volume associated to the edge
connecting nodes (0,1), and S01 is the size of the said face.

If an upwind scheme is used, the system of adjoint equations can
be expressed (in one dimension) as

@�

@t
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� 0! @�

@t
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@x
� @�
@t
� AT @�

@x
� 0 (98)

where AT is the transpose of the Jacobian inviscid matrix flux. Using
a 1-D finite-volume method, the discretization around the node i has
the following form:

�n�1
i ��n

i �
�t

�x
�Fni�1=2����Fni�1=2���	

Fi�1=2�F�i �F�i�1�1=2AT��i�1��i��1=2jAT j��i�1��i�
Fi�1=2�F�i�1�F�i �1=2AT��i��i�1��1=2jAT j��i��i�1�

(99)

2. Steady-State Time Integration

To speed up the rate of convergence an oversetmultigrid scheme is
used inwhich the Jacobianmatrices are linearly interpolated between
different mesh levels. Time integration is tackled with an explicit q-
stage Runge–Kutta scheme.

3. Boundary Conditions

Boundary conditions for a solid wall can be imposed in two ways:
by using a ghost cell scheme adapted to unstructured meshes, or by
directly enforcing the boundary conditions on the analytical flux
expressions. On the far-field boundary characteristic boundary
conditions are used.

B. Design Variables

Concerning the design variables, different possibilities have been
tested: deformation or bump functions such asWagner polynomials,

Hicks–Vanderplaats functions, Legendre polynomials, Hicks–-
Henne functions, Bézier polynomials, nonuniform rational B spline
(NURBS), as well as modifications in the thickness and camber line
and also individual surface node movement.

In the present work, the shape functions introduced by Hicks–
Henne [23] have been used:

�y�
XN
k�1

�kfk�x�

fk�x� � sin3��xek�; where ek �
log�0:5�
log�xk�

(100)

where N is the number of bump functions and �k is the design
variable step. Each shape function has its maximum at the point xk
and these functions are separately applied to the upper and
lower surfaces.

C. Mesh Deformation

A matricial method is used to move 2-D meshes. The matricial
method is based on the definition of a stiffness matrix that connects
the two ends of a single bar (mesh edge). All the quantities must be
stored using a sparse method and a conjugate gradient algorithm is
used to solve the linear system.
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(101)

where �R	 is the rotationalmatrix, andF andM are forces and torques,
respectively. Finally the stiffness matrix has the form
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(102)

where L is the bar length and the values of A (bar area), E (elasticity
modulus), and I (moment of inertia) are free for the designer
to choose.

D. Optimization Framework

The continuous adjoint formulation allows the computation of a
wide range of different objective functions: quadratic deviation from
a target pressure (inverse design), drag minimization, lift
maximization, pitching moment, aerodynamic efficiency, and linear
combinations of those. Also, several constraints have been
implemented: fixed nondimensional flow parameters (minimum lift,
maximum drag, etc.) and geometrical estimations (maximum and
minimum thickness, curvature, volume, area, etc.).

The modularity must be a fundamental characteristic in optimal
design software: The program ACTIV [24] is used to compute the
objective function values and gradients using control theory, and the
program Optimizer is used to find an optimum using either gradient
or nongradient-based strategies. In our case, where a gradient-based
optimization method has been used, the program Optimizer uses an
INTA’s version of the program CONMIN [25], a well-known
software tool for the solution of nonlinear constrained optimization
problems. The CONMIN uses a feasible search direction obtained
from a compromise between the gradients of objective functions and
the imposed constraints. At each design iteration, the CONMIN
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program requires as inputs the values and gradients of the objective
functions as well as the chosen constraints.

E. Summary of Results

In this section some relevant results are given. The Hicks–Henne
bump functions have been used as design variables. The first design
variable has its maximum close to the trailing edge on the lower side
of the airfoil, and subsequent variables displace the maximum in the
clockwise direction.

The gradients computed with the adjoint method described in this
paper are compared with those obtained with a forward finite-
difference (i.e., brute force) method where the finite step of the
design variable must be adequately selected depending on the
characteristics of the flow.

1. Euler Transonic Redesign of a NACA 0012 Airfoil

A single-point optimization case is used to show the accuracy of
the developed continuous adjoint method for inviscid flows. The
flow conditions are Mach number 0.8 with angle of attack 1.25 deg.
The governing equations are the Euler equations, so drag
improvement in this case means wave drag decrease.

In Fig. 1, a comparison between the gradient of the drag coefficient
computed by finite-difference and adjoint methods is shown. The
agreement is very good,with someminor discrepancies, likely owing
to the finite step in finite-difference computations, becoming
noticeable on the upper side of the airfoil downstream of the shock
wave.

In the proposed transonic design problem, the objective function is
theminimization of thewave drag, increasing the lift to 0.34 andwith
a minimum thickness of 10%, keeping the angle of attack fixed. The
results are shown in Fig. 2; the shockwave has almost disappeared in
few iterations.

After the optimization process the new airfoil has a drag
coefficient of 0.0012, which is 5% of the original NACA 0012 drag
(overall reduction of 200 counts). Also, the final lift coefficient is
105% greater than the original one.

2. Viscous Subsonic Gradients of a Cylinder

The main objective of this example is to evaluate the accuracy of
the viscous drag gradients computed by means of the proposed
continuous adjoint method for laminar viscous flows in a well-
known subsonic problem. We are using a simple configuration of a

cylinder facing a low velocity (Mach number 0.1) and low Reynolds
number (equal to 50) flow that leads to a steady flow solution of the
problem.

This test case clearly illustrates the necessity of the reduction of the
second-order derivative terms. In Fig. 3, the finite-difference
gradients are compared with the gradients computed with the adjoint
method (with and without the reduction of the second-order
derivative terms) on two different meshes (containing 200 and 400
nodes on the cylinder, respectively). In the case without reduction of
second derivatives, first and second derivatives of the variables have
been computedwith both a first-order accurate Green–Gauss scheme
and a least-squares scheme (see [26,27] for details). In the case with
reduction, derivatives have been computed either with a Green–
Gauss scheme or directly on the surface mesh (with a first-order
central-difference scheme) when only tangent derivatives were
required. The discrepancy between the results with and without the
reduction of the second derivative terms and the improvement when
the reduction is made are dramatic. In particular, it is noticeable how
well the gradients computed with the reduction of the second
derivatives agree with finite-difference computations.

In conclusion, the continuous adjoint approach provides very
accurate gradients in a highly sensitive problem like this. Also, the

Fig. 1 Inviscid transonic CD gradients.

Fig. 2 Initial and designed Cp and geometry.

Fig. 3 Viscous subsonic CD gradients for the cylinder.

2136 CASTRO ET AL.



importance of the reduction of second-order derivative terms for
obtaining numerical results of quality should be emphasized.

3. Viscous Subsonic Redesign of a NACA 0012 Airfoil

To study the accuracy of the developed methodology, a case of
viscous laminar flow is selected. The flow conditions are Mach
number equal to 0.3, angle of attack of 2.50 deg, and low Reynolds
number of 1000 to keep the laminar flow along the airfoil. The
proposed design problem starts with the flow conditions described
above, the objective is drag minimization, increasing the lift to 0.15,
using three geometrical constraints: minimum value for the greatest
thickness (12%), frozen curvature at the leading edge, and minimum
thickness at 75% of the chord.

In Fig. 4 a comparison between the gradients computed by finite-
difference and adjoint methods is shown. The agreement is excellent.
To obtain these results a hybrid mesh is used with 25 points on the
viscous layer that has a thickness of 0.031 (in chord units).

The results of the optimization are shown in Fig. 5. After nine
design cycles the new airfoil based on a NACA 0012 has a drag of
0.1225 that is 97% of the original NACA 0012 drag (reduction of 36
counts), while the final lift is 111% greater than the original one.

VI. Conclusions

In this work a systematic continuous adjoint approach to
aerodynamic design optimization has been presented. The resulting
expressions are suitable for optimization under viscous as well as
inviscid flow conditions on unstructured as well as structured grids.

In the past, several drawbacks of the continuous adjoint approach
for viscousflows on unstructured grids have been pointed out. One of
the upshots of this work has been the resolution of some of those
issues. The most significant is the need to compute second-order
derivatives of the flow variables, which are required for computing
sensitivity derivatives from the adjoint variables, which can be
circumvented using the systematic procedure described in the paper.
The procedure essentially amounts to using the flow equations
restricted to the boundary to convert normal to tangent derivatives,
and integrate by parts the later to reduce the overall order of
derivatives. This is important because second-order derivatives
computed using data from a spatially second-order accurate scheme
(such as the one used in the present work, and the ones implemented
in an ample majority of the unstructured flow solvers currently

available) are not consistent, in general. This has been one of the
major obstacles to using the continuous adjoint approach on
unstructured meshes. After the reduction, the resulting gradients can
be written in terms of first derivatives of the flow and adjoint
variables only. But first derivatives can be consistently computed
from second-order accurate data, whichmakes the technique suitable
for application with most flow solvers.

Also, concerning the class of admissible optimization functionals,
it has been shown that, for steady, compressible viscous flows, cost
functions that depend solely on the pressure are admissible, and that
consistent boundary conditions can be obtained without the need to
formally include terms involving the stress tensor.

The accuracy of the sensitivity derivatives that result from the
application of the method developed in this work has been assessed
by comparison with finite-difference computations, which clearly
illustrate the need to perform the reduction of the second derivative
terms to obtain accurate gradients. Finally, the validity of the overall
methodology has been illustrated with several design examples.

The results presented here are promising, but further numerical
tests are necessary. In particular, a detailed study of the influence of
the mesh sensitivities on the formulation, and of a possible strategy
for incorporating them, should be carried out. Also, work to extend
the methodology to deal with general turbulent three-dimensional
flows (including the continuous adjoint formulation of the Spalart–
Allmaras turbulence model) is currently in progress. We expect to
report on these and related issues in the near future.

Appendix: Jacobian Matrices

Next, the definition of the Euler and Navier–Stokes Jacobian
matrices is presented. The matrices are written in terms of primitive
variables V � �	; u; v; P�T . Switching to conservative variables
U� �	; 	u; 	v; 	E�T is accomplished with the aid of the
transformation matrices
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Fig. 4 Viscous laminar subsonic CD gradients.

Fig. 5 Initial and designed Cp, Cf , and geometry.
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The Euler Jacobian matrices take the form
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whereas for viscous flux the appropriate matrices are
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In the derivation of the viscous Jacobians in Eq. (A3) the
dependence of the laminar viscosity and heat conduction coefficients
� and k on the flow has been explicitly taken into account. If
boundary deformations result in large variations of those coefficients
(that is to say, if �� and �k are not negligible), then the corresponding
terms inEq. (A3)must be taken into accountwhen solving the adjoint
equations. Otherwise, these terms can be dropped, which notably
simplifies the resulting expressions
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